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1 Introduction

This research project has been implemented in two ways. The first way is test the library
locally. The project was developed and tested in a local development envirnoment with help
of Visual Studio Code and later on it deployed to Amazon AWS with the help of docker.

1.1 Prerequisite

Before we begin to build the project we must have the developer tools installed in our
systems.
e Visual Studio Code: Free lightweight code editior.

e Python: A Programming language that has been used to develop the custom security
monitoring package together with the Lambda function.

Pip: python package manager to install required python libraries.
Docker: A tool for running applications in a container and then for the emulation of
the AWS Lambda environment on the local machine.

e AWS account: Platform which is used to create lambda functions.

2 Locally deploying the file
2.1 Developing the library

First we need to create a python package which needs to created to create monitoring
functions like shown below:



my_lambda_security_lib

__pycache__
dynamic C:\Users\91¢
lambda_ _
static_analysis.cpyt...
dynamic_monitor.py
lambda_wrapper.py

static_analysis.py

_init__.py
Figure 1: Structure of the package

In this case, | have created a package called “my_lambda_security lib” which contains
python files which are specifically designed to perform security operations.

'S
time

0s

psutil
threading
requests

execution times = {}
function call count = {}
cpu_usage = []
memory_usage = []
network requests = []
file operations = []
resource_monitoring active = True
start _time = None
end_time = None

call depth =

max_call depth =

def trace calls(frame, event, arg):

call depth, max_call depth
if event == :
function_name = frame. .
execution_times[function_name] = time.perf counter()
function_call count[function_name] =
function_call count.get(function_name, 0) +




call depth +=
max_call depth = max(max_call depth, call depth)
print(f {function_name}
elif event == :
function_name = frame.
if function_name in execution_times:
elapsed time = time.perf counter() -
execution_times[function_name]
execution_times[function_name] = elapsed_time
print(f {function_name}
{elapsed time }
call depth -=
return trace calls

def monitor_ resources():

resource_monitoring_active
process = psutil.Process(os.getpid())

process.cpu_percent(interval=None)

while resource _monitoring active:
cpu_percent = process.cpu_percent(interval=None)

memory_info = process.memory percent()

cpu_usage.append(cpu_percent)

memory usage.append(memory_info)

print(f {cpu_percent
{memory_info }%")

time.sleep (@)

def start dynamic_monitoring():
start _time
print(
start_time = time.time()

{call depth}")

resource_monitor_thread = threading.Thread(target=monitor_resources)

resource_monitor thread. = True
resource_monitor_thread.start()

sys.settrace(trace_calls)

stop_dynamic_monitoring():
resource_monitoring active, end_time
sys.settrace(None)




resource_monitoring active = False
end_time = time.time()

print(

output_detailed summary()

monitor_ network calls():

original get = requests.

def patched get(*args, **kwargs):
request_info = {
: args[o@],

: None,
: len(kwargs.get(

}

response = original get(*args, **kwargs)

request_info[ ] = response.

request_info[ ] = len(response.

network_requests.append(request_info)

print(f {args[0]}
{response. )

return response

requests. = patched get

def monitor_file operations():

original_open = open

def patched_open(*args, **kwargs):
file info = {
: args[0],
: kwargs.get(
}

file operations.append(file_info)
print(f {args[9]}
{file_info[ 13}
return original open(*args, **kwargs)
__builtins_ [ ] = patched_open
def output detailed summary():

print(




total execution_time = end_time - start_time
print(f {total execution_time

print( )
for function_name, elapsed_time in execution_times.items():
print(f”- {function_name}: {elapsed_time } )

print( )
for function _name, count in function_call count.items():
print(f”- {function_name}: {count} )

print(f"”\n {max_call depth}")

if cpu_usage:
avg cpu_usage = sum(cpu_usage) / len(cpu_usage)
peak cpu usage = max(cpu_usage)

else:
avg_cpu_usage = peak_cpu_usage =

print(f"\n {avg_cpu_usage 5"
print(f {peak_cpu_usage 5"

if memory usage:
avg _memory usage = sum(memory usage) / len(memory usage)
peak_memory_usage = max(memory_usage)

else:
avg_memory_usage = peak_memory_usage =

print(f {avg_memory_usage

print(f {peak_memory_ usage

total data sent = sum(req[ ] for req in network requests)
total data received = sum(req[ ] for req in
network requests)
print(
if network requests:
for req in network requests:
print(f {req[ 1}
{req[ 1} {req[
{req[ 1}

else:
print( )
print(f {total _data_sent}




print(f {total _data_received}

print(
if file_operations:

for file op in file_operations:

print(f {file_op[ {file_op[ 1)

else:

print(
print(

monitor_ network calls()

monitor file operations()

This code is used for dynamic monitoring which monitors several runtime metrics like
total,execution time, function execution time, file operations and many more.

.static_analysis run_static_analysis
.dynamic_monitor start_dynamic_monitoring, stop_dynamic_monitoring

def secure_lambda(lambda_handler):
def wrapper(event, context):

issues = run_static_analysis()
if issues:
print( , 1ssues)
start_dynamic_monitoring()
try:

result = lambda handler(event, context)
finally:

stop_dynamic_monitoring()
return result

return wrapper

This is lambda_wrapper.py which is used to run static code analysis and dynamic code
analysis each time the lambda fuction is invoked.

os
subprocess




def run_bandit analysis(target_directory):

try:
result = subprocess.run(
[ , , target_directory],
capture_output=True,
text=True
)
return parse_bandit output(result.
except Exception as e:
print(f
return []

parse_bandit_output(output):

issues = []
lines = output.splitlines()
for line in lines:
if in line:
issues.append(line.strip())
return issues

run_custom static checks(lambda code path):

issues = []
with open(lambda_code path, ) as code_file:
code content = code file.read()
if in code_content or in code_content:
issues.append(

return issues

run_static _analysis():

current_dir = os. .dirname(os. .abspath(__file ))
lambda_code_dir = os. .join(current_dir, )




bandit_issues = run_bandit analysis(lambda_code_dir)

custom_issues = run_custom_static checks(os. .join(lambda_code_dir,

))

all issues = bandit_issues + custom_issues
return all issues

This a static_analysis.py which is used to run static code analysis on any application.

After we create this library we test this library by creating python file called as
test_function.py where we run all types of operations which mainly focuses on operation
which might cause a security threat.

0s
hashlib
requests
my_lambda_security 1lib.lambda_wrapper secure_lambda,
start_dynamic_monitoring, stop_dynamic_monitoring

@secure_lambda
def test function(event, context):
print(

secret_key = os.getenv(
print(f {secret_key}")

with open( ) as file:
file.write( )

with open( , ) as file:
content = file.read()
print(f {content}")

password =
hashed password = hashlib.md5(password.encode()).hexdigest()

print(f {hashed_password}")




user_input =
result = eval(user_input)
print(f {result}")

response = requests.get(
print(f {response.
{response.json()}")

try:
result = /
except ZeroDivisionError as e:

print(f {e}")

return {

context = {}

output = test function(event, context)
print(f {output}"”)

In this code we have imported lambda_wrapper from our library and totally tested mainly 7
operation which has to be taken care for the security of the application.

2.2 Testing the library
To test the library, we need to open terminal and execute the below line:

PS C:\Users\919083\0OneDrive\Documents\libraryAndTestCode> python test_function.py

Once we the execute the function, static analysis code starts and shows if there are any issues
in the code like shown below:

Static Analysis Issues Detected: ['Use of weak cryptography detected (VDS/SHAL). Consider using SHAZS6 or higher.']




Once the static code analysis is  finished, dynamic  analysis starts

Function call: get, Current depth: 3

CPU Usage: 0.00%, Memory Usage: ©.44%

Function call: __enter__, Current depth: 4

CPU Usage: 0.00%, Memory Usage: ©.44%

Function return: __enter__, Time taken: ©.000734 seconds
CPU Usage: 0.00%, Memory Usage: ©.44%

Function call: _qgsize, Current depth: 4

CPU Usage: 0.00%, Memory Usage: ©.44%

Function return: _gsize, Time taken: ©.000831 seconds
Function call: _get, Current depth: 4

--- Detailed Summary ---
Total Execution Time: 4.4603980 seconds

Function Execution Times:
test_function: 4.371315 seconds
getenv: ©.006247 seconds
get: ©.0882727 seconds
__getitem__: ©.800289 seconds
encodekey: 0.001969 seconds
check_str: ©.8008868 seconds
patched_open: ©.084026 seconds
__init__: ©.eeeele seconds
encode: ©.000763 seconds
decode: ©.002554 seconds
<module>: 1259081.652632 seconds
patched_get: 4.337516 seconds
request: 1259084.95660€ seconds
default_headers: ©.014501 seconds
default_user_agent: ©.0808279 seconds
update: ©.887077 seconds
__instancecheck__: ©.883171 seconds
__subclasscheck__: ©.801631 seconds
__subclasshook__: ©.0888285 seconds
__setitem__: ©.08386 seconds
default_hooks: ©.001879 seconds
<dictcomp>: ©.000354 seconds
cookiejar_from_dict: ©.687985 seconds
RLock: ©.008859 seconds
__iter__: ©.000320 seconds
<listcomp>: ©.809547 seconds
deepvalues: ©.000243 seconds
init_poolmanager: ©.005441 seconds
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Maximum Function Call Depth: 27

Average CPU Usage: ©.37%
Peak CPU Usage: 104.20%
Average Memory Usage: ©.41%
Peak Memory Usage: ©.44%

Network Requests:

- URL: https://jsonplaceholder.typicode.com/todos/1, Method: GET, Status: 28@, Data Sent: @ bytes, Data Received: 83 bytes
Total Data Sent: @ bytes

Total Data Received: 83 bytes

File Operations:
- File: test_file.txt, Mode: r
- File: test_file.txt, Mode: r

-- End of Summary ---
Function Output: {'statusCode': 2088, 'body': 'Test function executed successfully.'}

3 Deploying to AWS

Once it is locally developed and tested, it is now that deploy and integrate our library into
AWS Lambda

To do that , we ned to deploy our custom pckage and all its dependencies in the same
envirnoment hence we containerized our project using docker.

container name=lambda docker

docker image=aws lambda builder image

docker run -td --name=$container_name Edocker_image
docker cp ./requirements.txt $container_name:/

docker exec -1 $container name /bin/bash < ./docker install.sh
docker cp $container_name:/python.zip python.zip

docker stop $container name

docker rm $container_name

An envirnoment was described using a Dockerfile.

virtualenv --python=/user/bin/python3/ python
source python/bin/activate
pip install -r requirements.txt -t python/lib/python3/site-packages

zip -r9 python.zip pythom

Which creates an Docker imagem
REPOSITORY IMAGE ID CREATED

aws_lambda_builder_image latest 63b2685909f8 2 days ago

Then from the dockerimage we exract the file and create a lambda layer in AWS Lambda.
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