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1 Prerequisite of AWS Account Setup 
 

First make sure you have an active AWS account (private/ college). If you don’t have one, sign 

up at AWS. 

 

IAM Roles & Permissions: Set up required IAM Roles with actual permissions what is 

needed, which includes: 

 

For adding new policy, need to use AWS Generate Policy. By adding valid ARN for any 

service and principal, you can be able to create new policies, follow this step throughout in all 

resources otherwise you can use the policy edit option to manually edit the policy for your 

need.  

 
Figure 1. Generate policy 

 

Once policy is generated you can copy it to add in services specifically. 

 

https://aws.amazon.com/
https://awspolicygen.s3.amazonaws.com/policygen.html
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1. SageMaker Execution Role:  

 

      This role should have permission to interact with S3 bucket wherever going to be used by 

SageMaker, Bedrock. If you are using multiple buckets, make sure to create execution roles 

for each S3 bucket. 

• Below figure is the model of existing S3 bucket permission added via specific S3 bucket 

from permission tab. 

  
Figure 2. S3 Bucket Policy for utilizing in SageMaker  

 

 

 
Figure 3. SageMaker execution Role Permission  
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2. Bedrock Role:  

 

      This role should have permissions to interact with Bedrock models and access the necessary 

AWS services. 

 
Figure 4. Bedrock execution Role Permission  

 

 

 
Figure 5. S3 Buckets Policy for Bedrock access 
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2 Environmental Setup 
 

Python: Make sure you have installed python. If Python is not already installed on your 

system, you can download and install it from the official Python website. Follow the instruction 

according to your requirements. If you have already installed it, pls check with the below code 

to verify the latest version is installed. 

 

 
Figure 6. Verify Python Version 

 

Libraries: Make sure to install the required python libraries as shown in fig. 7. 

 

 
Figure 7. Import Python libraries 

 

SageMaker: 

1. Notebook Instance: Jupyter Notebook setup is primary to create, train and deploy model, 

you can use local Jupyter software to work with. As shown in fig. 8 first need to create a 

new notebook. 

 
Figure 8. SageMaker Notebook Instance 

https://www.python.org/downloads/
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For more user experience you can use SageMaker studio, Once Instance is created you can 

view the status as Running. Make sure to stop the service before closing every time. 

 

 
Figure 9. Notebook Instance – Inservice 

 

2. Dataset load from S3: By specifying bucket name & region we can use objects from it. 

 

 
Figure 10. Dataset load from S3 to be used entirely 

 

3. Model Training, Endpoint Deployment: The model training job with creating and 

endpoint configurations are handled in code itself. Follow the below code,  

 

 
Figure 11. Model Training Job 
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Once The training job has been completed your model is created and ready to deploy. 

 
Figure 12. Deploy model as Endpoint to test by invoking with prediction data. 

 

 
Figure 13. Evaluating the Endpoint by giving sample inputs 

 

    From the above figure, we can see the SageMaker endpoint evaluated successfully which 

has given the probability prediction score for risk of patient’s stroke. 

 

Bedrock: 

 
Figure 14. Bedrock custom model  
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    As shown in fig. 14, Bedrock console has an option named custom model, here we need to 

select create continued pre-training job. Following this we need to select any available source 

model in specific region. If you have no available base model, then request for model access. 

Text Generation is the objective so Titan Text G1-Express need to be chosen. With the dataset 

stored from S3 need to select as input data. Note: Bedrock accepts only JSON format data, so 

the prior conversion is required from CSV file to JSON. That needs to be used as input data. 

The service role should be chosen appropriately as shown in fig. 15. 

 

 
Figure 15. Bedrock custom model creation 
 

    Once the training job getting completed, we need to purchase provisioned throughput as 

deploy and used for evaluating the custom model. As shown in fig. 16 

 
Figure 16. Bedrock Provisioned throughput purchase. 
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   As shown in below fig. 17, we need to evaluate the purchased custom model with sample 

input prompt to check the prediction as model performance. 

 

 
Figure 17. Custom model performance evaluation 

 

Streamlit:  

 

 
Figure 18. Streamlit app user access permissions 

 

 
Figure 19. Integration of SageMaker & Bedrock using endpoints 
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    As fig. 18 ensures to create the IAM Users access to invoke the endpoints seamlessly. Where 

setting AWS credentials explicitly to get the access key. Make sure to keep the access key is 

in active and configured properly. Steps to customize the UI, including setting up input forms 

and displaying the comparison metrics (inference times, risk predictions, etc.). 

 

 
Figure 20. To run Streamlit application 

 

    Using the above commands, we can test the Streamlit web UI to evaluate the stroke 

prediction (Text generation). Here we can to the comparison for prediction, f1 score, inference 

time, etc. It can be tested locally. 

 

 
 

Figure 21. Streamlit application UI for comparison 

 

      Here we can get the result like the fig. 21 with the evaluation of risk prediction score, 

inference time between SageMaker & Bedrock. This how the research outcome we can see. 

  

Visualizing Results from Stroke prediction model: 

 
Figure 21. Confusion matrix 
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Figure 22. Plotting ROC Curve  

 

     Fig. 21, 22 shows the steps followed for plotting the confusion matrix and ROC curve to 

visualize the accuracy of model. The model implemented in this project is evaluated by the 

accuracy, precision, recall and F1 score. The confusion matrix was utilized to evaluate values. 
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