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1 Prerequisite of AWS Account Setup

First make sure you have an active AWS account (private/ college). If you don’t have one, sign

up at AWS.

IAM Roles & Permissions: Set up required IAM Roles with actual permissions what is

needed, which includes:

For adding new policy, need to use AWS Generate Policy. By adding valid ARN for any
service and principal, you can be able to create new policies, follow this step throughout in all
resources otherwise you can use the policy edit option to manually edit the policy for your

need.

AWS Policy Generator

The AWS Policy Generator is a tool that enables you to create policies that contrel access to Amazon Web Services (AWS) products and resources. For more informatio
policies, see key concepts in Using AWS Identity and Access Management. Here are sample policies.

Step 1: Select Policy Type
A Policy is a container for permissions. The different types of policies you can create are an IAM Policy, an 53 Bucket Policy, an SNS Topic Policy, a VPC Endpoint Policy,
Queue Policy.

Select Type of Policy |53 Bucket Policy v

Step 2: Add Statement(s)

A statement is the formal description of a single permission. See a description of elements that you can use in statements.

Effect @ Allow (O Deny
principal [ ]
Use a comma to separate multiple values.
AWS Service Amazon 53
All Services (=)
Use multiple statements to add permissions for more than one service.
Actions 7 Action(s) Selected ¢ [ All Actions (™)

Amazon Resource Name (ARN) |am 53:::%22239243-spt
ARN ng fs

format: arniawsis3iii${BucketName}/5{keyName!
nultiple values.

Add Conditions (Optional)

Add Statement

You added the following statements. Click the button below to Generate a policy.

Principal(s) Effect Action Resource Conditions

. = Allow s s3:CreateBucket arn:aws:s3:::x22239243-spm/™ None

Step 3: Generate Policy

A policy is a document (written in the Access Policy Language) that acts as a container for one or more statements.

Generate Policy Start Over

Figure 1. Generate policy

Once policy is generated you can copy it to add in services specifically.


https://aws.amazon.com/
https://awspolicygen.s3.amazonaws.com/policygen.html

1. SageMaker Execution Role:

This role should have permission to interact with S3 bucket wherever going to be used by
SageMaker, Bedrock. If you are using multiple buckets, make sure to create execution roles

for each S3 bucket.

e Below figure is the model of existing S3 bucket permission added via specific S3 bucket

from permission tab.

Bucket policy Edit

The bucket policy, written in JSOM, provides access to the objects stored in the bucket. Bucket policies don't apply to

other accounts. L more

Public access is blocked because Block Public Access settings are turned on for this buck
To determine which settings are turned on, check your Block Public Access settings for this
Learn more about using Amazon S3 Block Public Access (2]

"Wersion™: "2012-10-17",
"Statement": [
{
"Effect™: "Allow",
"Principal": {
"AWS": "arniaws:iam::533267211033role/service-role/AmazonSageMaker-
ExecutionRole-20240728T224074"
3

"Action": [
"s3:GetObject",
"sEA
1
"Resource": "arn:aws:s3:::x22239243-spm/stroke_prediction_dataset.csv"
L
{

"Effect™: "Allow",
"Principal": {
"AWS": "arn:aws:iiam:533267211033role/AWS_Sagemaker_Fullaccess™

k. P
1AM > Roles > AmazonSageMaker-ExecutionRole-20240728T224074
AmazonSageMaker-ExecutionRole-20240728T224074 i+
SageMaker execution role created from the SageMaker AWS Management Console.
Summary
Creation date ARN
July 28, 2024, 22:41 (UTC+01:00) @ am:aws:iam=533267211033:rolefservice-role/AmazonSageMaker-Exe
Last activity Maximum
Q}d{'}jf‘f 1 hour
Permissions | Trust relationships | Tags | AccessAdvisor | Revoke sessions

Permissions policies (5) info
¥ou can attach up to 10 managed policies.

Filter by Type

Q seareh | |man
[} Policy name [2 a Type © | Attached entities
[m| [l AmazonSageMaker-ExccutionPolicy-20240728T224074 Customer managed 1
-Executi olicy-20240728T7224074

1- ]

2 version": "2012-10-17",

5. “state 8

a- <

5 allow”,

4
etobject”

reen: [
e arn:aus:s3

3:1:%22239243 spm/ stroke_prediction_dataset.csv®

AWS managed 2

ullAccess AWS managed kS

AWS managed H

AmazonSageMakerFullAccess AWS managed 5

Figure 3. SageMaker execution Role Permission



2. Bedrock Role:

This role should have permissions to interact with Bedrock models and access the necessary

AWS services.

Permissions poli

es (5) info

You can a up ta 10 managed palicies

Filter by Type

Q, Search | ‘Alllypns
[m} Policy name [ a | Type v | Attached entities
[m} AmazonSageMakerCanvasBedrockAccess AWS managed 1
[m} B InvokeModel Customer inline o
InvokeModel

1-[{

2 “version®: "2812-18-17",

3- “statement”: [

a. <

5 mEffect™: "Allow",

6 ction™: "bedrock:InvokeModel®,

7 “Resource”: "arn:aws:bedrock:us-west-2:533267211833:provisioned-model/3o08tdabgorki”

8 13

g 1
12 [3
O to_bedrock Customer inline o
[m] S3FullAccessPolicy Customer inline 0
[m} B  s3GetObjectPalicy Customer inline o

53GetObjectPolicy

1-[{
2 “wersion™: “2@12-18-17",
3- “statement”: [
a- {
L “Effect™: “allow",
6= i 0
7 "53:Getobject”,
g "s3:Putobject”
9 1
16~ “Resource": [
1 "arn
12 "arn:
13 1
12 ¥
1s ]

Figure 4. Bedrock execution Role Permission

Amazon S3 » Buckets » sagemaker-us-west-2-533267211033 » Edit bucket policy

Edit bucket policy
Bucket policy

The bucket policy, written in JSON, provides access to the objects stored in the bucket. Bucket policies don't apply to objects owned by other accounts. Learn m

Bucket ARN

arn:aws:s3:isagemaker-us-west-2-533267211033

Policy
1vwd
2 "Version": "20812-18-17",
3w "Statement™: [
4w €
5 "Effect”: "Allow™,
6w "Principal”: {
7 "AMS": "arn:aws:iam::533267211833:role/fservice-role/AmazonSageMaker-ExecutionRole-28243728T7224874"
8 ¥s
9 "Action": 3:GetObject™,
1e "Resource' arn:aws:s3: sgemaker-us-west-2-533267211833/stroke_prediction_dataset.csv™
11 T
12w 4
13 "Effect”: "Allow",
14w "Principal {
15 "AWS": "arn:aws:iam::533267211033:rolefservice-role/AmazonSagemakerCanvasBedrockRole-20248728T224073"
16 Tio
17w "Action": [
18 "ci:GetObject”,
19 "s3:PutObject™
20 1s
21w "Resource”: [
Q 22 "arn:aws:s3:::sagemaker-us-west-2-5332672110833/stroke-prediction-xgboost/tests/test.csv”,
9 23 "arn:aws:s3:::sagemaker-us-west-2-533267211833/stroke-prediction-xgboost/="
24 1
25 B

. }I .
Figure 5. S3 Buckets Policy for Bedrock access



2 Environmental Setup

Python: Make sure you have installed python. If Python is not already installed on your
system, you can download and install it from the official Python website. Follow the instruction
according to your requirements. If you have already installed it, pls check with the below code
to verify the latest version is installed.

PS C:\Users\rajar\OneDrive\Desktop\personal\stroke-prediction> python --version
PS C:\Users\rajar\OneDrive\Desktop\personal\stroke-prediction> python --wversion
>>

Python 3.11.5

Figure 6. Verify Python Version

Libraries: Make sure to install the required python libraries as shown in fig. 7.

import éggggmliz as st
import boto3

from io import StringlIO
import json
import time

Figure 7. Import Python libraries

SageMaker:

1. Notebook Instance: Jupyter Notebook setup is primary to create, train and deploy model,
you can use local Jupyter software to work with. As shown in fig. 8 first need to create a
new notebook.

Amazon SageMaker > Amazon SageMaker > Notebook instances > Create notebook instance

Create notebook instance

Getting started
Amazon SageMaker provides pre-built fully managed notebook instances
include example code for common model training and hosting exercises.

that run Jupyter notebooks. The notebook instances
Learn more 4

v A i it d IDE: . .
pplications an = Notebook instance settings

p= hypt b spaces. Must b ithi
— ol
identifier Learn mere [
. ) . inux 2, Jupyter Lab 3 v |
w Admin configurations
» Additional configuration
Permissions and encryption
1AM role
Motebaok § s including SageMaker and S3. Cho: ole or let ole with
Amazons:
| AWS Sagemaker Full v
| Create role using the role creation wizard [4
Root access -
o notebook
o (=) the notebook
En
Enc key's ARN
» Governance
yetio -

» HyperPod Clusters

» Ground Truth
» MNetwork - optional

» Git repositories - optional
» inference

» Augmented Al
» Tags - optional
» AWS Marketplace

Flgure 8. SageMaker Notebook Instance


https://www.python.org/downloads/

For more user experience you can use SageMaker studio, Once Instance is created you can
view the status as Running. Make sure to stop the service before closing every time.

=/ JupyterLab

v About
JupyterLab is the latest web-based IDE for notebooks, code, and data. You can select your image and instance to harness the power of AWS when running your maching}

See features 2 Quick start guide 2

Filter spaces: ‘ Running ‘

Name Application Status

stroke-prediction Z JupyterLab Running

Figure 9. Notebook Instance — Inservice

2. Dataset load from S3: By specifying bucket name & region we can use objects from it.

region = boto3.session().region_name
sagemaker_session = sagemaker.Session()

role = sagemaker.get_execution_role()

print(f"AWS Region: {region}")
print(f"RoleArn: {role}")

AWS Region: us-west-2
RoleArn: arn:aws:iam::533267211833:role/service-role/AmazonSageMaker-ExecutionRole-20248728T224074

# Specify your bucket name and file name

bucket _name = ‘x22 243-spm

file key = 'stroke prediction_dataset.csv'

# Read the CSV file from 53
o
J

s3 = boto3.client('s3’

csv_obj = s3.get_object(Bucket=bucket name, Key=file key)
body = csv_obj[ "Body®

csv_string = body.read().decode('utf-8")

Figure 10. Dataset load from S3 to be used entirely

3. Model Training, Endpoint Deployment: The model training job with creating and
endpoint configurations are handled in code itself. Follow the below code,

the XGBoost model

Estimator(
imsge_uri-xgboost_container,
role=role,

instance_count=1,

instance_

)

# Set hyperparameters
xgb.set_hyperparameters(
objective="binary:logistic’
num_round=188,
max_depth=5,
eta=0.3,
eval_metric="logloss’

the data inputs

put = TrainingInput(s3_data=train_s3_path, content_type="csv')

est_input = TrainingInput(s3_data=test_s3_path, content_type="csv')

# Train the model

"train’: train_input, 'validation': test input})

INFO:sagemaker:Creating training-job with name: xgboost-2024-07-31-21-16-88-337
2024-27-31 21:16:0@ Starting - Starting the training job...

2024-87-31 21:16
2824-87-31 21
2024-87-31 21:17:20 Downloading - Downloading the training image......

Figure 11. Model Training Job

Starting - Preparing the instances for training...
Downloading - Downloading input data...



Once The training job has been completed your model is created and ready to deploy.

2024-97-31 21:13:44 Completed - Training job completed
Training seconds: 115
8illable seconds: 115

# Deploy the model

xgb predictor = xgb.deploy(initial_instance_count=1, instance_type='ml.m4.xlarge')
INFO:sagemaker:Creating model with name: xgboost-2024-87-31-21-19-13-748

INFO: sagemaker:Creating endpoint-config with name xgboost-2824-87-31-21-19-13-748
INFO:sagemaker:Creating endpoint with name xgboost-2024-87-31-21-19-13-748

for index, row in X_test.iterrows

O

result = xgb_predictor.predict(row.values)

y_pred.append(result)

xgboost-2024-08-10-22-12-53-235 (euipei

Endpoint summary

~ Inference Result

Figure 13. Evaluating the Endpoint by giving sample inputs

From the above figure, we can see the SageMaker endpoint evaluated successfully which
has given the probability prediction score for risk of patient’s stroke.

Bedrock:
C“ustom mod;; ‘- .

v How it works

Create a model Purchase prov P 4
)
.
Is | Jobs
P
Models (1 ©) Customize model &
Create Continued g | @




As shown in fig. 14, Bedrock console has an option named custom model, here we need to
select create continued pre-training job. Following this we need to select any available source
model in specific region. If you have no available base model, then request for model access.
Text Generation is the objective so Titan Text G1-Express need to be chosen. With the dataset
stored from S3 need to select as input data. Note: Bedrock accepts only JSON format data, so
the prior conversion is required from CSV file to JSON. That needs to be used as input data.
The service role should be chosen appropriately as shown in fig. 15.

Hyperparameters (..

Amazon Bedrock > Custom models > Create Fine-tuning job
. . Epochs
Create Continued Pre-training jol e ol et
Select the model you wish to pre-train and submit your
Model details Batch size
Source model
"
Learning rat
000001
Learning rate warmup step

[0 Model encryption Info

» Tags - optional

Job configuration
Job name

ew 5)
» Tags - optional @
.
» VPC settings - optional
s v s s
ioned throughput to use continued pre-trained model (Learn more 2)
del is created, you throughput ta be able
Cancel | Create Cantinued Pre-training job b

Figure 15. Bedrock custom model creation

Once the training job getting completed, we need to purchase provisioned throughput as
deploy and used for evaluating the custom model. As shown in fig. 16

@azon Bedrock > Provisioned throughput > Purchase provisione: d throughput

Purchase provisioned throughput

Provisioned throughput details

Provisioned throughput name

| stroke-Prediction

¢{ Continued Pre-train... % | [ stroke-prediction ™ -

» Tags - optional

mber of model units

i o
[ |
Estimated purchase summary
Estimated daily cost Estimated monthly cost
$14,965.00
change it to the following:
=
ST e
P s
Ceomee D @ = D)

Figure 16. Bedrock Provisioned throughput bﬁf&ﬁgse._

7



As shown in below fig. 17, we need to evaluate the purchased custom model with sample
input prompt to check the prediction as model performance.

Amazon Bedrock < 4 > Tex

Text playground .

* Gutting startad
W @ stroke-prediction | &7 40

¥ Foundation models

90, HOL: 60, LOL: 100,

* Playgrounds The prsan is 2t rck of straka s to theis bigh blau prossure, heart disaase, and unhaalthy Uestybe]

* Inference
* Assessment

-
boAm o

¥ Bedrock configurations

Figure 17. Custom model performance evaluation

Streamlit:

1AM > Users > streamlit-app-user

streamlit-app-user v«

Summary

ARN Console access Access key 1

3 amcawsiam:=53326721103Suser/streamlit-app-user Disabled AIAXYKITAMMZUSZNENU - Active
Created Last console sign-in

July 31, 2024, 00:08 (UTC+01:00)

Permissions Groups Tags Security credentials Access Advisor

Permissians policies (3)

Filter by Type

Q Search Al types v

a | Type

AWS managed

AWS managed

B BedrockFullAccess Customer inline

Figure 18. Streamlit app user access permissions

# Set AWS credentials explicitly (not recommended for production)
aws_access_key_id = 'AKIAXYKIT4AMM2U42NENU'

aws_secret_access_key = 'HS@IEicDiquCgWyqK@+nR5i2P6zA2upYZ4VBOSIw'
region_name = 'us-west-2'

# Initialize the SageMaker runtime client with explicit credentials
sagemaker_runtime = boto3.client(
'sagemaker-runtime',
region_name=region_name,
aws_access_key_id=aws_access_key_id,
aws_secret_access_key=aws_secret_access_key

)

# Initialize the Bedrock client

bedrock_client = boto3.client(
‘bedrock-runtime’,
region_name=region_name,
aws_access_key_id=aws_access_key_id,
aws_secret_access_key=aws_secret_access_key

)

# Define the SageMaker endpoint name
sagemaker_endpoint_name = 'xghoost-2024-07-31-21-19-13-748"

# Define the Bedrock model ID
bedrock_model_id = 'arn:aws:bedrock:us-west-2:533267211033:provisioned-model/9at7sbwbni7t"

Figure 19. Integration of SageMaker & Bedrock using endpoints



As fig. 18 ensures to create the IAM Users access to invoke the endpoints seamlessly. Where
setting AWS credentials explicitly to get the access key. Make sure to keep the access key is
in active and configured properly. Steps to customize the Ul, including setting up input forms
and displaying the comparison metrics (inference times, risk predictions, etc.).

® PS C:\Users\rajar\OneDrive\Desktop\personal\stroke-prediction> python app.py
>
2024-08-11 01:29:23.866
Warning: to view this Streamlit app on a browser, run it with the following
command:

streamlit run app.py [ARGUMENTS]
2024-98-11 @1:29:23.871 Session state does not function when running a script without “streamlit run
PS C:\Users\rajar\OneDrive\Desktop\personallstroke-prediction> streamlit run app.py

You can now view your Streamlit app in your browser.

Local URL: http://localhost:8502
Network URL: http://192.168.1.34:8502

Figure 20. To run Streamlit application

Using the above commands, we can test the Streamlit web Ul to evaluate the stroke
prediction (Text generation). Here we can to the comparison for prediction, f1 score, inference
time, etc. It can be tested locally.

Healthcare Optimization:
Comparison Framework on Stroke About
Prediction

Performance Comparison

Figure 21. Streamlit application Ul for comparison

Here we can get the result like the fig. 21 with the evaluation of risk prediction score,
inference time between SageMaker & Bedrock. This how the research outcome we can see.

Visualizing Results from Stroke prediction model:

# Evaluate the model

from sklearn.metrics_import accuracy score, confusion matrix, Confusion
import matplotlib.pyplot as plt

accuracy = accuracy_score(y_test, y_pred)

print(f'Accuracy: {accuracy * 1@a:.2f}%')

Accuracy: 5@.17%

# Confusion Matrix

cm = confusion matrix(y_test, y_pred)

disp = ConfusionMatrixDisplay(confusion_matrix=cm)
disp.plot(cmap=plt.cm.Blues)

plt.show()

- 760
|

Figure 21. Confusion matrix



# Generate predicted probabilities for the positive class
y_pred_proba =
for index, row in X test.iterrows():
result = xgb predictor.predict({row.values)
y_pred_proba.append(float(result)) # Directly append the float result
# Convert the List to a numpy array

y_pred_proba = np.array(y_pred_proba)

import matplotlib.pyplot as plt
from sklearn.metrics import roc_curve, auc, roc_suc_score

g "y _test” is the true labels and "y pred proba” are the predicted probabilities

# Compute ROC curve and AUC
fpr, tpr, thresholds = roc_curve(y_test, y pred_proba)

roc_auc = auc(fpr, tpr)

# Plotting the ROC curve

plt.figure(figsize=(18, 7))

plt.plot(fpr, tpr, color='darkcrange®, lw=2, label='ROC curve (area = ¥8.2f)' ¥ roc_auc)
plt.plot([e, 1], [@, 1], color="navy', lw=2, linestyle="--")

plt.xlim([@.@8, 1.@])

plt.ylim([@.@, 1.85])

plt.xlabel( 'False Positive Rate')

plt.ylabel( 'True Posi

Rate')

plt.title('Receiver Operating Characteristic (ROC)')
plt.legend(loc="lower right")

plt.show()

# Print AUC score

print(f'AUC: {roc_auc_score(y_test, y pred proba):.2f}")

Figure 22. Plotting ROC Curve

Fig. 21, 22 shows the steps followed for plotting the confusion matrix and ROC curve to
visualize the accuracy of model. The model implemented in this project is evaluated by the
accuracy, precision, recall and F1 score. The confusion matrix was utilized to evaluate values.
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