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Configuration Manual

Jayesh Chitnawis
22244328

Docker Conatiner Deployment in Diverse Network regions

1 Introduction

This configuration manual will describe the steps of implementing and deploying the
database or docker application in the network infrastructure proposed in the research
paper.

Here is the detailed information for developing such kind of network. This scalable en-
vironment for docker containerised applications and relational database service instances.
This environment will spread over multiple regions which gives us special features called
high availability and fault tolerance with also multiple availability zones (AZs). This
procedure includes Virtual Private cloud hosting for containers and also for RDS.

This environment requires ideal up time and data consistency across multiple nodes
with heterogeneous network locations and diverse networks. This setup was proven to
manage complex workloads, maintaining high standards.

1.1 Pre-requisites:

We confirm the following prerequisites are met:

1. AWS account: AWS Account with valid and appropriate super-user permissions
to create and manage services. AWS CLI command line interface makes easier
management of resources and TAM users.

2. Networking knowledge: understanding of networking and basic concepts. Routing
and security groups. And familiar with AWS VPC controls for the creation of VPC
with subnets and route tables.

3. Docker: docker installed on each Virtual machine (VM) and docker understanding
to pull images and manage containers.

4. Text editor: to ensure and save YAML files on the local device.

5. Linux VM: we can create EC2 AWS Linux as well or else we can have our own
Linux system.



2 Execution step to launch AWS EC2 Instance

2.1 AWS Management Console

Stepl: open the AWS Management Console (Sign in using your AWS account creden-
tials)

Step2: navigate to EC2 Dashboard

Step3: In the dashboard click “launch instance” It will redirect you “instance ” wizard.
Step4: Name your instance > select Amazon Machine Image > for current instance we
go with “no key pair required”

Step5: for network settings we click on edit > select Subnet > for current instance we
can go for subnet US-East-la > in security group same as it.

Step6: now click on “Review and Launch”

Step7: After launching it should redirect to EC2 Dashboard and it goes for view instance
on Dashboard, As it will come running after some time, so here instance will be ready to
use.

Step8: once an instance is open, click on connect, and it will redirect to AWS CLI
(Command line Interface).
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Figure 1: Master Node EC2



3 Docker installation on EC2 instances

Stepl: Before installing Docker, you should update the package index.
“sudo yum update -y”
“sudo yum upgrade”

Step2: Installing docker To install Docker on Amazon Linux, you can use the follow-
ing command:
“sudo yum install docker -y”

Step3: Install Docker Compose
“sudo yum install docker-compose”

Figure 2: Docker installation on Master node

here show case for master node, As we are using push model, we need to
perform same steps on Slave nodes as well.

As we perform Same operations on Slave, for we need to deploy 1 EC2 as Slave, this
slave can created any other region as well and use of different subnet is also allowed as
well.

3.1  Pulling source code From GitHub

On master node and on Slave node we pull code from GitHub,

Docker file for Master and Slave is stored in GitHub repository. it also consist of one
YAML file of Docker Compose, reason to use Docker Compose, as it will define and share
multi-container applications. It have YAML file as it servers the purpose of defining the
services with single command. If we do not use Docker Compose, then we would need to
write many arguments in Docker.

3.2 VxLAN and OVS Connection

As Master is on in another region or in another subnet and Slave is another as well so,
to connect them we use VXLAN as tunnel for connection. OVS supports VXLAN and
provides managing and routing of traffic packets between VM’s

Perform Both the Steps in Master as well as Slave Node.



Add Bridge

For Master Node

Stepl: ovs-vsctl add-br master-br

For Slave Node

Step2: ovs-vsctl add-br slave-br

Internal Port Bridge

For Master node

step3: "sudo — ovs — vsctl — add — portmaster — br
master — internal — —set — inter face
master — internal — type = internal”

For Slave node

Step4: " sudoovs — vsctladd — portslave — br
slave — internal — —set — inter faceslave — internal — type = internal”

Creating Vxlan tunnel Through Private IP
For Master node

step5: sudoovs—uwsctladd—portmaster —brmaster —vxlan——setinter facemaster —
vxlantype = vxlanoptions : remote;p = 172.31.20.1800ptions : key = 2000

for Slave node

step6: " sudoovs — vsctladd — portslave — brslave — valan — —setinter faceslave —
valantype = vxlanoptions : remote;p = 172.31.89.207options : key = 2000”

Now we Assigned them Static IP.

Adding overlay IP

For Master node

step7: ”sudo ifconfig master-internal 10.20.31.100/24 mtu 1450 up”

for Slave node



step8:”sudo ifconfig slave-internal 10.20.32.200/24 mtu 1450 up”
To Prove OVS architecture

step9:” sudo ovs-vsctl show”
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c ]
yaql>
ysql> SHOW SLAVE STATUS\G [c]
P
Slave IO State: Waiting for master to send event
Master Host: 172.31.80.176
Master User: replicator
Master Port: 3307
Connect Retry: 60
Master_Log_File: mysql-bin.000004
Read Master Log Pos: 154
Relay Log File: mysgl-relay—bin.000005
Relay Log Pos: 367
Relay Master Log File: mysgl-bin.000004
Slave IO Running: Yes
Slave SQL Running: Yes
Replicate Do DB
Replicate Ignore DB:
Replicate_Do_Table:
Replicate Ignore Table:
Replicate Wild Do_Table:
Replicate Wild Ignore Table:
Last_Errno:
Last_Error:
8kip_Counter:
Exec_Master Log Pos
Relay_Log_Space:
Until Condition
Until_Log_File:
Until Log Pos:

Figure 3: Master and Slave valid connection

] iy @ (O] N. Virginia v jayeshc ¥
& s

blog.h include/openvawitch/nsh.h '/usr/local/include/openvawitc

/usr/bin/mkdir —p '/usr/local/lib/pkgconfig’ [c]
/usr/bin/install -c¢ -m 644 lib/libopenvswitch.pc lib/libsflow.pc ofproto/libofproto.pe ovsdb/libovsdb.pc '/usr/local/lib/pkgconfig’

/usr/bin/mkdir -p '/uar/local/share/openvswitch®

/usr/bin/install -—c -m 644 vawitchd/vawit vsschema vtep/vtep.ovsschema */usr/local/share/openvswitch’

/usz/bin/mkdir -p '/uar/local/share/openvswitch/scripts®

/usr/bin/install -c -m 644 utilitiesa/ovs-1 "/fusr/local/share/openvswitch/scripts"

/usr/bin/mkdir -p '/uar/local/share/openvswitch/scripts®

/usr/bln/lnstall —c utilities/ovs—-check—dead-ifs utllll’.lEs/nVs ctl utilities/ovs—kmod-ctl utilities/ovs—-save utilities/bugtool/ovs-bugtool—fdb-:

3 nt111t155/buqtnnl/mv5—buqtuc:l ovs—appc! g
j-threads—affinity utilities/bugtool/ovs-bugteol-qos-configs utilities/bugtool/ows- bugr.u_.l get—dpdk-nic—numa utilitie.
t-stats ipsec/ovs—monitor-ipsec vtep/ovs-vtep '/uar/lnLal/ahurE/openvaw tch/scriptas”
Leaving directory '/home/ec2
Leaving directory '/home/ec
Leaving directory '/home/ec2-user/thesisnew/openvswitch-2.17.0"
ec2-user@ip-172-31-29-69 openvswitch-2.17.0]$ sudo /usr/local/share/openvswitch/script:
uar/local/etc/openvawitch/conf.db does not exist ... (warning).
reating empty database /usr/local/etc/openvswitch/conf.db [
tarting ovadb-server
bystem ID not configured, please use —
onfiguring Open vSwitch system IDs
nserting openvswitch module

nabling remote OVSDB managers
ec2 user@ip—ﬂ_ 31-2

Figure 4: OVS installation

4 For Creation of NFV

For creation of NFV, virtualized network.
We create an EC2 instance for virtualized functions. And Navigate to Route tables.
Here we use NFV instance IP on VxLAN master, so all packets route through NFV.
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Destination Target Propagated

172.31.00/16 local : b

Q local

Network Interface

Q_ eni-08147c326ch9c90e7
Q 10.20.31.0/24 Network Interface

Q eni-055b7b26cd5b24e5e
Q10.20.32.0/24 Network Interface

Q eni-0f9fe41a53e17629¢
Q 172.32.0.0/16 Peering Connection

Q pcx-061f8ad2699bf3ff5

Internet Gateway

Q igw-05df4203f979c2ae3

Figure 5: Routing Traffic to NFV
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[ec2-user@ip-172-31-29-153 thesisnew]$ sudo docker-compose up ®
Network thesisnew default

ovs-vsctl show

Interfac
type: internal
Port slave-internal
Interfa ave-internal
type: internal
Port slave-vxlan

optior < 2000", remote_ip="172.31.89.207"}
ovs_version: 17.
[ec2-user@ip-172-31-29-153 thesisnew]s I

i-0aef8bfb4893b324e (Slaved)
PubliclPs: 54.221.169.213  PrivatelPs: 172.31.29.153

Figure 6: Connection at slave bridges



5 Deploying RDS Multi region and Availability Zone

docker exec -it mysqgl-slave2 mysgl -uroot -prootpassword -e "
STOP SLAVE IO_THREAD FOR CHANNEL '';
CHANGE MASTER TO
MASTER_HOST="10.20.31.100",
MASTER_USER="replicator’,
MASTER_PASSWORD='passpass23’,
MASTER_PORT=3306,
MASTER_LOG_FILE="mysqgl-bin.e6eee1l"’,
MASTER_LOG_POS=154ﬂ
START SLAVE;"

Figure 7: Connection of RDS at Master Node

6 To check status of RDS database at Master node

-- Check Master status
docker exec -it mysql-master2 mysgl -uroot -prootpassword -e "SHOW MASTER STATUS\G"

Figure 8: Connection of RDS at Master Node

If we want to ” Ping” and check connection, then we need to get Master
node Internal IP. As here we ping Slave from Master Node. To check Master-
Internal IP we use ifconfig command. And note down Master IP.

7 To check status of RDS database at Master node

We use tecpdump command for analyzing packet traffic.

8 Creating AWS VPC’s with Multi region and Multi-
AZ

This infrastructure aims to design robust and scalable RDS setup here will
achieve Multi region and Multi-AZ.



master—-internal: flags=4163<UP,BROADCAST, RUNNING, MULTICAST> mtu 1450
inet 10.20.31.100 netmask 255.255.255.0 broadcast 10.20.31.255
inet6 feB80::6498:1ff:feb2:2fe9 prefixlen 64 scopeid 0x20<link>
ether 66:98:01:b2:2f:e9 txqueuelen 1000 (Ethernet)

RX packets 0 bytes 0 (0.0 B)

RX errors 0 dropped 10 overruns 0 frame 0

TX packets 0 bytes 0 (0.0 B)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0

ethd7297fc: flags=4163<UP, BROADCAST, RUNNING,MULTICAST> mtu 1500

inet6 fe80::bB884:54ff:feae:bf09 prefixlen 64 scopeid 0x20<1link>
ether ba:84:54:3e:bf:09 txqueuelen 0 (Ethernet)

RX packets 797 bytes 1842620 (1.7 MiB)

RX errors 0 dropped 0 overruns 0 frame O

TX packets 811 bytes 62587 (61.1 KiB)

i-0faf7ccb6ddcc5340 (Master4)
PublicIPs: 18.212.30.106 PrivatelPs: 172.31.87.104

Figure 9: Note Master-Internal IP

-- Check Master status
docker exec -it mysql-master2 mysgl -uroot -prootpassword -e "SHOW MASTER STATUS\G"

Figure 10: Connection of RDS at Master Node
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[ec2-user@ip-172-31-87-104 thesisnew]$ docker-compose up —d ®
Ceontainer mysgl-master2
[ec2-user@ip-172-31-87-104 thesisnew]$ sudo tcpdump -i enx0 host 172.32.2.146
ropped privs to tcpdump
cpdump: verbose output suppressed, use —v[v]... for full protocol decode
stening on enx0, 1 (Ethernet), snapshot length 262144 bytes
.7 > ip-172-31-87-104.ec2.internal.mysaql: . seq 725237878, win 62727, opticns [mss 1460, sackOR, TS val
h 0
2. .mysql > 172 .146.43092: .1, seq 3125548337, ack 725237879, win 65160, options [mss 1
ckOK, TS val 42 3 ale
.744868 IP 172. .146. 2 > i 2-31-87-104.ec2. internal .myagl: 1 , win 491, options [nop,nop,TS val 2631765693 ecr 42
., length 0
1:06.745059 IP ip-172-31-87-104.ec2.internal.mysql > 172.32.2.146.43092: 1. = :83, ack 1, win 510, options [nop,nop,TS val 428236
ecr 2631765693], length 82
.755409 TP 172.32. . -87-104.ec2.internal .mysql: .1, ack 83, win 491, options [nop,nop,TS val 2631765704 ecr 4
01, length 0
16.755225 IP i 7-104.ec2.internal.mysql > 17: .2.146.43092: .1, seq 82, ack 1, win 510, options [nop,nop,TS val 42823800
2631765704], length 0
16.808025 TP 172.32.2.146.43092 > ip-172-31-87-104.ec2.internal .mysql: .1, ack 84, win 491, options [nop,nop,TS val 2631775757 ecr 4
82380000], length O

i-0faf7ccb6ddcc5340 (Masterd)
PubliciPs: 18.212.30.106 PrivatelPs: 172.31.87.104

Figure 11: Packet Traffic in Master node



Step 1: Creating VPC with AWS VPC dashboard Here we assume 1Pv4 CIDR and
Tenancy set as basic/default Launching VPC with 3 subnets

Step2: Subnet 1: MasterDB this needs to be a private subnet
Step3: Current availability zone can be US-East-1a

Step 4: And small range of IPv4 CIDR

Step 5 Subnet 2: slaveDB

step 6: Availability zone be US-EAST-1b

Step 7:And small range of IPv4 CIDR

Step 8: Public IP: (auto assigned)

Step 9: Subnet 3: (NFV Load Balancer): NFV-sLB

Step 10: Availability zone be US-EAST-1a And small range of IPv4 CIDR
Step 11: Public IP: (auto assigned)

Step 12: Configuring routing table to confirm MasterDB subnet

Step 13: Private routing table For masterDB subnet / no internet gateway associ-
ation

Step 14: Public routing table For slave and NF'V connected to internet gateway.
Step 15: SlaveDB will use LB’s ip to connected masterDB

Step 16: Configure listeners to handle incoming packets and request from MasterDB
Step 17: Creating secondary VPC with one subnet Single subnet

Step 18: Availability zone be US-EAST-1a And small range of IPv4 CIDR

Step 19: Public IP: (auto assigned) connected to internet gateway VPC Peering

Step 20 Connection 2 VPC is established by Transit gateway which is also known as
AWS Transit Gateway.

Step 21: So here we prove cross region connectivity. Setting up RDS instance



Step 22: MasterDB from first VPC on instance and hence subnet enabling Multi-AZ
Step 23: So slaveDB configure for read and mimic Setting cross region Cloning.

Step 24: As cross connectivity is ensured, MasterDB from first VPC and SingleDB
from another VPC prove to achieve RDS Multi-region
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