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                         Configuration Manual 

   Swathy Menon Balachandran   
23108568 

1. Introduction 

This configuration manual provides detailed instructions for setting up and 

implementing the proposed Intrusion Detection System(IDS) for IoT networks with title 
‘Enhancing Computational Efficiency and Time Optimization in Cloud IoT Intrusion 

Detection Using ANN and Hybrid Deep Learning’. This manual covers the necessary tools, 
environment setup, data preparation, model development, and evaluation processes to 

ensure optimal system performance and security. 

2. Implementation 

2.1 Experimental Setup 

i. Dataset collection 

Google Drive is used to store and manage both the dataset and the. ipynb file which 
contains the machine learning code for my analysis (Figure 1). Google Colab connects 

to Google Drive to access and manage all files stored in it (Figure 2) 

 

 
Figure1: Dataset and Code Management in Google Drive 
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Figure2: Google Drive Mount Code in Google Colab 

 

ii. Dataset Loading 
Importing the necessary libraries for data manipulation, numerical operations, 

and visualization defined at the initial phase of the preprocessing.  Figure 2 shows  
the dataset was successfully imported for analysis by uploaded from a specific 

file location and have error handling in place to handle any issues with file 

availability  

 

 
Figure3: Dataset Loading Successfully from Google Drive 

 

3. Libraries and Packages  

 Pandas (Version: 2.1.4):  Used for data manipulation and analysis. It 

included the data structures and functions required to clean and prepare the 

dataset.  

 NumPy (Version: 1.26.4): For numerical computations, particularly for 

handling arrays and matrices.  

 Matplotlib and Seaborn (Version: 3.7.1 and 0.13.1): Used for data 

visualization. These libraries helped in generating plots and charts to explore 

and present the data visually.  
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 Warnings: During code execution, the warnings module was used to suppress 

unnecessary warnings.  

 Scikit-learn (MinMaxScaler) (Version: 1.2.3): Provided tools for scaling features to 
a range, which is an important step of making the data to run machine learning 

algorithms 

 TensorFlow/Keras(Version:2.17.0): An open-source library for building and 

training machine learning models 

 Python Flask (Version: 2.0.3): Provides a lightweight framework for creating 

Intrusion detection application and integrating with the ML models. 

 

4. Phases 

4.1  Data Collection 

This    research    utilizes    the    UNSW-NB15    dataset (Data World, 2024)    sourced    
from dataworld (https://data.world/victorpuli/useful-unsw-nb15-data) to support the 

development and evaluation of Intrusion Detection Systems in IoT environments. 

 

4.2 Data Info 
The below figure 4 represent the dataset structure 

 

 
Figure 4: Shows the structure of the dataset used 

 

4.3 Dataset Preprocessing 
Figure 5 and Figure 6 represent the dataset reviewed for null values and infinite value 

analysis, respectively
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Figure5: Shows the Null Value Analysis 

 
Figure 6: Illustrates the analysis of infinite values 

 

4.4 Attack Category Analysis 
The distribution of attack categories was analysed (Figure 7) and visualized using bar 
charts and pie charts to understand the frequency and proportion of each category 
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(Figure 8). Similarly, the distribution of service categories was visualized with bar 
charts to depict the count of each service type (Figure 8) and (Figure 9).   
 

 
Figure 7: Attack Category Distribution 

 

 
Figure 8: Visualization of Attack Category Distribution 
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Figure 9: Service Category Distribution 
 

 

Figure 10: Visualization of Service Category Distribution 

 

4.5 Scaling Features Using MinMaxScaler 
Each feature is scaled by the MinMaxScaler to a specific range, usually between 0 and 1. 
This scaling is especially important to algorithms that are sensitive to feature scale, since 

it helps standardize features to ensure all contributes equally to the model (Figure 11). 

 

 
Figure 11: Feature Scaling of Dataset Using Min-Max Scaler 
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4.6 Plotting Feature Importance Using Line Chart 

Feature selection and analysis of feature importance for both binary and 

multiclass classification tasks are performed in this section. The most important 
features that significantly impact classification outcomes were identified. This 

process ensures that only the most influential features are retained, with features 
having negative or missing correlation values being removed.  Figure 12 and 

Figure 13 shows the feature Selection for Binary Classification and Multiclass 
Classification. 

 

 
Figure 12: Feature Selection for Binary Classification 

 

 
                  Figure 13: Feature Selection for Multiclass Classification 
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4.7 Dataset Oversampling 
The SMOTE (Synthetic Minority Over-Sampling Technique) algorithm is applied 
in Figure 14 and Figure 15 code to address the issue of class imbalance in a binary 

and multiclass classification dataset. 

 
Figure 14: Dataset oversampling for binary classification 

 

 
Figure 15: Dataset oversampling for multiclass classification 

 

4.8 Dataset Splitting 
Figures 16 illustrate dataset split into 80% training and 20% testing 

 

 

 
Figure 16: Dataset Splitting Process 
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5.  Model Architecture 

5.1 Artificial Neural Network 

The sequential network model of the Artificial Neural Network (ANN) is shown in 
Figure17, which highlights the complexity and structure of the model by providing an 

overview of the number of parameters and the output shape of each layer. 

 

 
Figure 17: Model Architecture of Artificial Neural Network 

 

 

5.2 Convolutional-Gated Recurrent Unit 

The hybrid model, Convolutional-Gated Recurrent Unit (CGRU) algorithm is outlined in 
the model summary of Figure 18. It combines convolutional and recurrent layers to 

process sequential data with complex feature dependencies effectively. 
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Figure 18: Model Architecture of Convolutional-Gated Recurrent Unit 

 

6. Performance Evaluation 

6.1 Performance Metrics for Binary Classification 

Performance Metrics for Binary Classification Using ANN are illustrated in Figures 19 and 

Figure 20. 

 

 
Figure 19: Accuracy Achieved for Binary Classification 

 

 
                                 Figure 20: Performance Metrics for Binary Classification 
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6.2 Performance Metrics for Multiclass Classification 

Performance Metrics of the Hybrid CGRU Model for Multiclass Classification are 

illustrated in Figures 21 and Table 1. 

Figure 21: Accuracy Achieved for Multiclass Classification 

Class Precision Recall F1-

Score 

Support 

DoS 0.76 0.46 0.57 6679 

Exploits 0.92 0.88 0.90 6679 

Reconnaissance 0.55 0.84 0.67 6678 

Fuzzers 0.86 0.81 0.83 6679 

Accuracy   0.74 26715 

Macro Avg 0.77 0.74 0.74 26715 

Weighted Avg 0.77 0.74 0.74 26715 

                 Table 1: Performance Metrics for Multiclass Classification 

 

7. Intrusion Detection Application  

A Python Flask web interface deployed in Amazon Web Service (AWS) Elastic Beanstalk 

(Figure 22) and (Figure 23), allows users to upload a CSV file with network traffic data.  

 

 
Figure 22: Application deployed in AWS Elastic Beanstalk  
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Figure 23: Python Flask IDS Application Code 

 

Result will be displayed in the portal whether it is normal or attack (Figure 24), (Figure 

25) and Also display the blocked IP address (figure 26). 

 

 
Figure 24: Application Detecting Normal Activity 
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Figure 25: Application Detecting Attack and Sent an email notification 

Figure 26: Application Detecting Blocked IP 

8. Conclusion 

This research proposes a two-level classification system for IoT intrusion detection by 
combining ANN for initial binary classification and hybrid CNN-GRU model for in-depth 

threat detection. By optimizing resource utilization and computational efficiency, this 
approach significantly improves response times and detection accuracy. The 

combination of these machine learning techniques ensures an efficient and scalable 

solution for enhancing the security and reliability of IOT networks. 
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