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1 Introduction

This configuration manual outlines the software and hardware requirements to reproduce
the study. This guide defines the coding methods needed to reproduce this study, from
setting up the environment to examining the model results.

2 Environmental Setup

This section provides a list of all the tools and software required for the effective execution
of the project.

2.1 Hardware Requirements

The hardware specifications for this project includes a 64-bit Windows 10 operating
system and 16 GB RAM. The processor is Intel(R) Core(TM) i5-4210U CPU @ 1.70GHz
2.40 GHz.

2.2 Software Requirements

Development environment is Google Colab Pro (Paid) edition. Salesforce Developer Edi-
tion (Lightning) with limited storage. Hugging Face Development Platform with paid
serverless endpoint service. Google Drive account connected to Google Colab. Python is
the programming language that is utilised for the development of the models. APEx and
javascript languages is used for Salesforce development operations.

3 Libraries

Required Installations:
!pip install command was used to install: datasets, transformers, seqeval, emoji, con-

tractions. And !apt install command was used to install git-lfs
Required Imports:

numpy as np, pandas as pd, re, Path, matplotlib.pyplot as plt, WordCloud, STOP-
WORDS, import emoji, classification report, roc curve, auc, nltk, wordnet, WordNet-
Lemmatizer, contractions, os, string, json, import drive, TfidfVectorizer, SVC, OneVs-
RestClassifier, accuracy score, roc auc score, pipeline, RobertaForSequenceClassification,
DistilBertForSequenceClassification, TFRobertaModel, RobertaTokenizer, DistilBertToken-
izer, Trainer, TrainingArguments, Dataset, DatasetDict, Features, ClassLabel, Sequence,
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Value, load metric, torch, notebook login, ElectraForSequenceClassification, ElectraToken-
izer.

4 Dataset

The GoEmotion dataset contains a collection of 58k well chosen comments collected from
Reddit, which include human classifications to 27 categories of emotions Demszky et al.
(2020). The dataset was imported from a Hugging Face repo, then seperated train,
validation, and test part, then assigned to different dataframes using the code in the
Figure 1.

Figure 1: The Dataset Import.

5 Data Preprocessing

ekman mapping.json and emotions.txt files were imported google colab using the code in
the Figure 2.

Figure 2: The Necessary Files Import.

The dataset column label turned into emotion column using the code in the Figure 3.
The emotions was mapped using ekman mapping list and mapped emotions column

created using the code in the Figure 4.
The mapped emotions were employed to create target classes using the code in the

Figure 5.
The unnecessary columns for the project were deleted classes using the code in the

Figure 6.
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Figure 3: The Label into Emotions Transformation.

Figure 4: The Emotions into Mapped Emotions Transformation.
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Figure 5: The Target Classes Creation.

Figure 6: The Unnnecessary Columns Deletion.
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The different emoji patterns were created for effective emoji preprocessing using the
code in the Figure 7.

Figure 7: The Emoji Patterns Creation.

The created emoji patterns were used for emoji preprocessing using the code in the
Figure 8.

Lowercase transformation, stop word removal, lemmatization, contraction expansion,
improved tokenization using the code in the Figure 9.

After the preprocessing the first five raws of train dataframe are shown in the Fig-
ure 10.

6 EDA

The colour map creation and calculation of the target class percentage were performed
using the code in the Figure 11.

The target classes distribution were calculated using the code in the Figure 12.
The target classes distribution is presented in the Figure 13.
The word clouds were created using the code in the Figure 14.
The word clouds are shown in the Figure 15.
The box plots were calculated using the code in the Figure 16.
The box plot of comment lengths by sentiment label provides a visual representation

of the relationship between the length of the text and the sentiment expressed. The box
plot shows the typical range of comment lengths associated with each sentiment, allowing
to spot significant deviations or outliers. The box plot of comment lengths are shown in
the below Figure 17.

7 SVM

The dataframes was transformed into SVM algorithm inputs using the code in the Fig-
ure 18.
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Figure 8: The Emoji Preprocessing.

Figure 9: The Text Preprocessing.

Figure 10: The First Five Raws of Training Dataframe After Preprocessing.
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Figure 11: The Dataframes Colour Map.

Figure 12: The Target Classes Distribution Calculation.

Figure 13: The Target Classes Distribution.
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Figure 14: The Word Clouds Creation.

Figure 15: The Word Clouds.
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Figure 16: The Box Plots Calculation.

Figure 17: Box Plot of Comment Lengths.
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Figure 18: The Dataframes Transformation for SVM Input.

The target classes weight calculation and SVM algorithm employment was performed
using the code in the Figure 19.

Figure 19: The Class Weight Calculation and SVM Employment.

The performance scores calculation code and performance scores of SVM are described
in the below Figure 20.

The ROC graph of SVM was plotted using the code in the Figure 21.
The ROC graph of SVM algorithm is presented in Figure 22.
The micro avg ROC graph of SVM was plotted using the code in the Figure 23.
The micro avg ROC graph of SVM algorithm is described in Figure 24.
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Figure 20: Box Plot of Comment Lengths.

Figure 21: The ROC Graph Plot Code of SVM.
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Figure 22: The ROC Graph of SVM.

Figure 23: The Micro AVG ROC Graph Plot Code of SVM.
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Figure 24: The Micro AVG ROC Graph of SVM.

8 RoBERTa

The RoBERTa tokenizer and dataset creation was done using the code in the Figure 25.

Figure 25: The RoBERTa Tokenizer and Dataset Creation Code.

The RoBERTa tokenization was applied to the datasets using the code in the Fig-
ure 26.

It is neccessary to transform label classes into numpy arrays. The label classes were
formatted for multi-label classification using the code in the Figure 27.

The column names were deleted, the datasets were transformed into torch format, the
model was created and model configuration was set to multi label classification using the
code in the Figure 28.
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Figure 26: The RoBERTa Tokenization Application to Dataset.

Figure 27: The Label Classes Transformation for RoBERTa.

Figure 28: The Datasets Formatting and Model Creation Code.
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The training args and compute metric function were defined using the code in the
Figure 29.

Figure 29: The Training Args and Compute Function Code.

The training was performed using the code in the Figure 30.

Figure 30: The Training of RoBERTa.

The evaluation was performed using the code in the Figure 31.
The RoBERTa ROC graph was plotted using the code in the Figure 32.
The ROC graph of RoBERTa algorithm is shown in Figure 33.
The RoBERTa accuracy scores for each label was plotted using the code in the Fig-

ure 34.
The accuracy scores of RoBERTa algorithm is presented in Figure 35.
The model was saved to Google Drive and pushed to Hugging Face Hub for further

Endpoint creation using the code in the Figure 36.
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Figure 31: The Evaluation of RoBERTa.

Figure 32: The ROC Graph Plotting of RoBERTa.

Figure 33: The ROC Graph of RoBERTa.
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Figure 34: The Accuracy Scores for Each Label of RoBERTa.

Figure 35: The Accuracy Scores of RoBERTa.

Figure 36: The RoBERTa Model Save and Push Code.
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9 Electra

The Electra tokenizer and model was created and model configuration was set to multi
label classification using the code in the Figure 37.

Figure 37: The Electra Tokenizer and Model Creation.

The datasets were created and tokenization was employed to the datasets using the
code in the Figure 38.

Figure 38: The Datasets Creation and Tokenization.

It is neccessary to transform label classes into numpy arrays. The label classes were
formatted for multi-label classification using the code in the Figure 39.

The column names were deleted, the datasets were transformed into torch format
using the code in the Figure 40.

The training args and compute metric function were defined using the code in the
Figure 41.

The training was performed using the code in the Figure 42.
The evaluation was performed using the code in the Figure 43.
The Electra ROC graph was plotted using the code in the Figure 44.
The ROC graph of Electra algorithm is shown in Figure 45.
The Electra accuracy scores for each label was plotted using the code in the Figure 46.
The accuracy scores of Electra algorithm is presented in Figure 47.
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Figure 39: The Label Classes Transformation for Electra.

Figure 40: The Datasets Formatting for Electra.

Figure 41: The Training Args and Compute Function Code.
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Figure 42: The Training of Electra.

Figure 43: The Evaluation of Electra.

Figure 44: The ROC Graph Plotting of Electra.
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Figure 45: The ROC Graph of Electra.

Figure 46: The Accuracy Scores for Each Label of Electra.
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Figure 47: The Accuracy Scores of Electra.

The model was saved to Google Drive and pushed to Hugging Face Hub for further
Endpoint creation using the code in the Figure 48.

Figure 48: The Electra Model Save and Push Code.

10 AI API and Salesforce Configuration

The Hugging Face Endpoint Configuration is presented in Figure 49.
For configuring Salesforce, an UI was created, UI is presented in Figure 50.
A button (Sentiment Email) was created in UI for triggering a flow action. The flow

action executes a script (SentimentEmailFlowController.apxc). The script is shown in
Figure 51.

SentimentEmailFlowController uses a utility class (SentimentAnalysisUtil.apxc) for
the sake of modular code structure. Util class includes all functionality such as call out
methods, email sending methods, tailored email responses, and parsing JSON . The script
is shown in Figure 52, Figure 53, Figure 54, and Figure 55.
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Figure 49: The Endpoint Configuration.

Figure 50: The Salesforce UI.

Figure 51: The SentimentEmailFlowController Script.
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Figure 52: The SentimentAnalysisUtil Script Part-1.

Figure 53: The SentimentAnalysisUtil Script Part-2.
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Figure 54: The SentimentAnalysisUtil Script Part-3.

Figure 55: The SentimentAnalysisUtil Script Part-4.
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