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Configuration Manual 
 

Raja Muhammad Naveed 

Student ID: x23117311 
 
 

1 Introduction 
 

The configuration manual provides a detailed guide on the hardware and software 

requirements, dataset preparation, and implementation of the research. The document outlines 

how the experiments were carried out; this includes the libraries and packages required as well 

as steps in preparing datasets, training models, and conducting evaluation. 

 

2 System Configuration 
 

In this section, we will cover the hardware and software Prerequisites needed to test out and 

finish up project evaluation. 

 

2.1 Hardware Specification 

 
The entire project was implemented using a local machine with the following hardware 

specifications. This hardware meets the requirements to train and test the models used herein. 
 
 

Hardware Build 
Processor:  Intel Core i7 
RAM:  16 GB 
Storage:  512 GB SSD 
Operating System:  Windows 11 

Figure 1: Hardware Specification 

 

 

2.1 Software Specification 

 
Implemented in Google Colab to run and use the algorithms, Windows 11 as used (for running 

these must work you have all required libraries) The necessary tests were carried out by using 

the following libraries pandas, NumPy, matplotlib, seaborn scikit-learn,textblob textstat 

wordcloud, nltk.  

 

The details of the software environment used in this project are as follows: 

Operating System: Windows 11 

Programming Language: Python 3.8.8 

IDE: Google Colab 

Key Libraries and Versions: 
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Libaries Versions 
pandas  (version 1.2.4) 
numpy  (version 1.20.1) 
matplotlib  (version 3.4.1) 
seaborn  (version 0.11.1) 
scikit-learn  (version 0.24.1) 
textblob  (version 0.15.3) 
textstat  (version 0.7.1) 
wordcloud  (version 1.8.1) 
nltk  (version 3.5) 

 

Figure 2: Libraries and Versions 

 
 

3 Data Set Preparation 
 

The datasets for this project were taken from Kaggle ( One for Real News Articles( 

DataSet_Misinfo_TRUE. csv) and a dataset with fake news articles (DataSet_Misinfo_FAKE. 

csv). We loaded this data into a Google Colab and connected all datasets (if needed) in one 

DataFrame, preparing it for the analysis. 

 

Output: A dataset with columns such as text, label and um_text_length This binary label feature 

indicates 1 for real news and 0 for fake new. 

 

 

4 Project Implementation 
 
 

4.1 Dataset Preprocessing 
 

Once we loaded our dataset, some preprocessing was done to make sure the data is clean and 

ready for training a model. The steps included dealing with missing values and replacing them 

by empty strings, making new features like text_length, sentiment score using TextBlob adding 

readability scores taking help form textstat. Outliers removal based on text length to remove 

very high texts and this would bias the model 
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Figure 3: Data Preproecessing 

 

 

4.2 Feature Extraction 

 
In order to prepare the text, for machine learning models the Term Frequency Inverse 

Document Frequency (TF IDF) vectorizer was used. This method converted the text into 

features by assessing the significance of words, across the dataset. 

 

 
Figure 4: Feature Extraction using TF-IDF 

 

 

 

 

 

4.3 Model Training 
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Three machine learning models were trained on the pre-processed dataset. The Random Forest 

classifier which consists of multiple decision trees to improve the classification performance, 

Naïve Bayes classifier which is well suited for text-based classification tasks and a Decision 

Tree classifier which splits data based on feature values to classify the news articles. 

 

 
Figure 5: Model Training 

 

 

5 Evaluation 
 

Three different machine learning models underwent training using the dataset. The Random 

Forest classifier, employs decision trees to enhance classification accuracy the Naïve Bayes 

classifier, known for its effectiveness, in text-based classification tasks, and a Decision Tree 

classifier that divides data according to feature values to categorize news articles. 

 

5.1 Random Forest 
 

Random Forest is a type of machine learning model that combines decision trees to make 

predictions. During training it creates trees and outputs the common class among these trees. 

By combining the results of trees Random Forest helps prevent overfitting and improves 

performance. Here is an example of implementing the Random Forest classifier from the 

package (Katsaros et al., 2019). 

 

 
Figure 6: Random Forest Implementation Code 

 

 

5.2 Naïve Bayes 
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Naive Bayes is a type of Machine Learning model that relies on Bayes theorem. It operates 

under the assumption that the presence of a feature, in a class is not influenced by the presence 

of features. This approach has shown effectiveness, in tasks involving text classification. Here 

we showcase the application of Naïve Bayes through code implementation using 

MultinomialNB from the sklearn.naive_bayes package (Jain et al., 2022). 

 

 
Figure 7: Naïve Bayes Implementation Code 

 

 

 

5.3 Decision Tree 
 

Decision Tree is a machine learning model that uses a flowchart-like structure of decisions and 

their possible consequences. Decision trees are simple and easy to understand in terms of 

output, which is why they are often used on problems where the model must be as such. Code 

to implement the Decision Tree model is presented using sklearn.tree package. 

(Aphiwongsophon and Chongstitvatana, 2018) 

 
Figure 8: Decision Tree Implementation Code 

 

 

5.4 ROC Curve and AUC Score 
 

Next, the ROC curves were plotted for each model to determine the trade-off between 

sensitivity and specificity, and from there the AUC score. As it can be seen from the ROC 

curves in Figure 3, the Random Forest model had the most substantial area under the curve 

(AUC) showing its merit in discriminating between real and fake news. The AUC for Naive 

Bayes and Decision Tree were smaller. The R-code for implementing this plot for each model 

is provided below.. 
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Figure 9: ROC Curve and AUC Score 
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