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1 Introduction

This document outlines the specific hardware and software requirements used to conduct
the research project on Medicare fraud detection through data analysis. Additionally, it
details the step-by-step process followed to successfully complete the project.

2 System Configuration

2.1 Hardware Requirements

• System OS: Windows 10

• Processor: i5

• RAM: 8 GB

2.2 Software Requirements

The project is implemented in Google Colab with the Python 3.

Figure 1: Google Colab Run Type Configuration
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3 Implementation

3.1 Data Collection

The dataset was obtained from the Kaggle website and must be extracted before use.
The dataset link is provided below:
https://www.kaggle.com/datasets/rohitrox/healthcare-provider-fraud-detection

Figure 2: Dataset Link

Figure 3: Dataset Extraction

The dataset consists of multiple CSV files and need to load all these files to Colab.

Figure 4: Uploading data files
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Figure 5: After Uploading data files

3.2 Feature Selection

Given that we have already extracted maximum information from these columns by
grouping, we can now eliminate redundant columns from the dataset.

Figure 6: Feature Selection

3.3 Data Pre-processing

Replace missing values in numeric columns with zeros.

Figure 7: Data Pre-processing
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3.4 Feature Engineering

Combining the training and test data for feature engineering can be tempting, especially
when the test data seems to lack the full range of values present in the training data.
However, this approach introduces data leakage, as the model gains access to information
about the test set it shouldn’t have during evaluation. Instead, we recommend exploring
alternative feature engineering techniques that leverage only the training data. This
ensures a more robust and unbiased evaluation of the model’s performance on unseen
data.

Figure 8: Feature Engineering

By examining claim counts and specific combinations of provider, beneficiary, physician,
diagnosis, and procedure codes, patterns indicative of organized fraud can be uncovered.

Figure 9: Feature Engineering

3.5 Exploratory Data Analysis

Analyze the distribution of fraudulent and non-fraudulent cases in both the training and
combined datasets.
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Figure 10: Exploratory Data Analysis

The initial analysis reveals a higher prevalence of fraudulent claims compared to
legitimate ones. To gain deeper insights, we will examine claim volumes and associated
amounts across various categories such as beneficiary, physician, and diagnosis.

Figure 11: Exploratory Data Analysis
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3.6 Model Building

1. Logistic Regression
The ”balanced” mode automatically adjusts class weights based on class frequency
imbalance. Classes with fewer instances receive higher weights to counteract their
underrepresentation in the dataset.

Figure 12: Model Building for Logistic regression

2. Random Forest

Figure 13: Model Building for Random Forest

3. Autoencoder
Autoencoders will be used to learn patterns within normal transactions. By identi-
fying significant reconstruction errors, we aim to detect potential fraudulent activity.

Figure 14: Converting data to array

6



Figure 15: Separating out the fraud records from the train data

Figure 16: SKlearn Import Function

4 Evaluation

All models are evaluated using industry-standard metrics and the results are summarized
as shown in table.

4.1 Logistic Regression

Figure 17: Logistic Regression Evaluation
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Figure 18: Logistic Regression Evaluation Result

Figure 19: Prediction on Test data

4.2 Random Forest

Figure 20: Random Forest Evaluation
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Figure 21: Random Forest Evaluation Result

4.3 Autoencoder

Figure 22: Prediction on Unseen data

Figure 23: Potential Fraud with Autoencoder
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