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Configuration Manual 

Ana Sofia Lara 
Student ID: x23105879 

1. Introduction 

To fully understand the execution of the implementation and have a complete detailed 
illustration of the requirements needed to developed the research, this following 
configuration manual displays the resources and steps taken into account to design the model 
which main objective is to predict the most suitable hotels to travel next to by offering hybrid 
recommendations based on collaborative filtering and content-based filtering models. This 
manual will provide an insightful overview of the hardware and software requirements as 
well as the steps taken through the implementation of the project.  

2. System Configuration 

To proceed with the development of a thorough configuration manual, initially it is needed to 
understand the system configuration requirements taken into account before and during the 
implementation of the project.  
The system requirements are as follows:  

2.1 Hardware Requirement  

TABLE 1- Hardware Requirements 

Hardware Configuration
System Macbook Air (M1,2020)

Operating System macOS Sonoma 14.5 (23F79)
RAM 8GB
Hard Disk 245.11GB
Graphics Card 8-core GPU
Processor Apple M1 chip

 1



FIGURE 1 - Operating System Configuration  
 

2.2 Software Requirement 

On the other hand, the software configurations required are as follows:  

 

FIGURE 2-  GOOGLE COLAB COMMUNITY INTEGRATION (PYTHON LANGUAGE) 

3. Project Implementation 
3.1 Data Collection 

Software Version
Google Colab Community (Python) 2024 (Python 3.10)
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For the development of this project, the model and all the technical processes were based in 
the collection of a specific dataset named originally “Booking.com reviews dataset”, gathered 
from Kaggle who collected it from the original website of booking.com through Crawl Feeds. 
The dataset in this project was renamed as “Hotel.reviews.csv”. It is of public domain, 
available for everyone to download since 2021 when it was imported to Kaggle by  
@opensnippets. The dataset has a size of 47.02 MB.  

3.2 Data Summary  
Regarding the content of the dataset, it counts with 15 columns and 26,386 rows as can be 
seen in TABLE 2. Each row represents a review of an hotel made by a particular user. The 
data itself, as mentioned displays the reviews made by users on the different hotels 
experienced, both leaving a text review in the majority of the cases and a rating. The Hotels 
encountered in the dataset are located in Belgium or Belarus as those are the only two 
countries involved in the data; some of the hotels are replicated as diverse reviews were made 
on them, meaning that the number of unique hotels in general actually is 819.  

TABLE 2 - “Hotel_Reviews.csv” dataset columns  

During the understanding of the data, an initial Exploratory Data Analysis was done to gather 
insights about the data and its content. It was discovered that the data counted with only two 
countries as mentioned, Belgium and Belarus, being Brussels the city with the most hotels 
(2160 Hotels). The hotel with the most reviews is the Marivaux Hotel in Brussels with 449 
reviews. Moreover, only 209 reviews had images attached to the review submitted and the 
dataset contains reviews from July 2018 to July 2021.  
For further understanding, the hotels are rated from 0 to 10, the reviewers come from 123 
different nationalities, in its majority from the UK.  

3.3 Data Preparation  

The next step in the methodology carried out to develop the project is the preparation of the 
data.  The original dataset as can be seen in the TABLE 2, counted with one column called 
hotel_url, indicating the location of the hotel. To be able to fully comprehend the results of 
the EDA, first it was needed to complete the dataset with the additional information 
underlying in some of the data already collected as for example the specific City and Country 
the Hotel is located in, allowing to gather more details about the dataset itself. To do this, 
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filtering the hotels in excel, allowed to encountered the unique hotels and insert two new 
columns to the initial version of the dataset “City” and “Country” now counting with 17 
columns.  

3.4 Data Preprocessing 
Later on, the dataset was completed and the EDA offered a more detailed understanding of 
the patterns within the data as mentioned. The next step was the data preprocessing, for this, 
the data needed first to be cleaned.  

3.4.1 Data Cleaning  

During the data cleaning stage, the libraries “Re” and “NLTK” were imported to proceed 
with the cleaning efforts. The following directories were downloaded to support said 
operations:  

• Wordnet: Lemmatization of words. Converting words into their roots.  
• Stopwords: Eliminating common words such as “is” “at”, etc to reduce code disruption.  
• Punkt: tokenization of words, transforming words into tokens to create lists for easier 

processing.  

In addition, data cleaning consists of removing digits or special characters, convert all into 
lower cases and remove white spaces within text as shown in IMAGE 1.  

IMAGE 1 - Data Preprocessing stage code in Colab Notebook Part I.  

3.4.2 Sentiment Analysis 
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In terms of the next step of the data preprocessing, the text values of the dataset needed to be 
converted or understood by the machine learning algorithm for further processing which is 
why is needed to perform sentiment analysis. The dataset contains a large amount of text due 
to the reviews included, the sentiment analysis was carried out as shown in IMAGE 2. From 
the library “NLTK”, the Sentiment Intensity Analyzer was imported along the vader_lexicon 
which is a directory for sentiment scores. The analyzer was applied to the text which resulted 
in the compound sentiment scores of the reviews.   
 

IMAGE 2- Sentiment Analysis code 
3.5 Data Transformation  
As the data specially the text in it is cleaned and process, transformation is required to 
configure the final dataset to embedded into the model.  

3.5.1 Feature Engineering 
The transformation of the data starts with engineering its features, for this, primarily, it was 
required to transform the categorical “text” values into numerical ones, so they could actually 
be processed for the models further along. To do this, TF-IDF vectorizer was implemented, 
meaning that by converting words into vectors, the model can actually identify their 
numerical values after being introduced into the TF-IDF matrix as seen in IMAGE 3.  

IMAGE 3 - TD-IDF vectorizer - Text into numbers 

Next, it was decided that the model would only take into account the Hotels in Belgium, 
removing Belarus from its data, the reason behind said decision was to further increase the 
model accuracy by offering recommendation targeted to only specific country and its 
particular Hotel industry. As IMAGE 4 shows, the final dataset only shows one country, only 
795 unique hotels and the addition of one extra column “user_id”, to simplify the deployment 
and evaluation of the model when later on its tested. By only having to select a number, its 
easier to check the performance as to defer to the original dataset and check an specific user 
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name. IMAGE 5 then, presents the final data frame “df_final” when the data selection stage 
was encountered and specific columns targeted to be part of the embedding into the models.  

IMAGE 4 - Data Selection - Country Selection and Column Addition 
 

IMAGE 5 - Data Selection - Final data frame  

4. Model Building  
4.1 COLLABORATIVE FILTERING 
As mentioned, this project was focused on the development of a hybrid recommendation 
system by integrating two different models: Collaborative Filtering and Content-based 
filtering.  

a)  Libraries Importation   
As per the first model, collaborative filtering is implemented by installing the surprise library 
which was not initially in the repertory of Colab Community. Then, some important functions 
need to be imported such as Reader, SVD, NMF and some other functions to later on test the 
model such as cross validate, train_test split, GridSearch and Accuracy as represented by 
IMAGE 6. This first model was developed by using Singular Value Decomposition in which 
the Reader will interpret the ratings made by the reviewers by the scale used from 0 to 10, 
needing three main attributes to produce the recommendations “user_id”, “hotel_name” 
“avg_rating”.  
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IMAGE 6 - Collaborative Filtering initial setup 

b)  Singular Value Decomposition  
 

IMAGE 7 - SVD Model Training 

Regarding the model itself, SVD allows to create vectors based on the user preferences on 
ratings, identifying patterns of similarities to cluster similar users together and create 
recommendations based on those who are similar. IMAGE 7 demonstrates the 
implementation of SVD during training and the initial results of its evaluation which contains 
RMSE, MAE and the time spent on fitting the data into the model and testing said data to 
conjure results, which at first hand are positive and the prediction are not so far off from the 
actual ratings.  

c) Testing the Model - Root Mean Square Error 

To evaluate the model, further testing was done by splitting the data into training (already 
done) and testing sets as shown by IMAGE 8. The predictions were calculated based on the 
SVD model and later on tested by the RMSE metric. The testing involved  
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IMAGE 8 - Testing the Collaborative Filtering Model 

4.2 CONTENT-BASED FILTERING  

A) Libraries Importation 
For the development of the second model, content-based filtering, the library SKlearn will be 
imported, mostly its function of cosine_similarity. 

IMAGE 9 - Library importation  
 
b) Review Tokenization of words  

To accommodate the data for the model Word2Vec, it was needed to verify that the data was 
properly tokenized since to fully vectorize it, it is needed to identify words as tokens. This 
was done by downloading the Punkt directory and apply it to the cleaned text gathered in the 
processing stage.  

IMAGE 10- Word Tokenization for Word2Vec preparation 
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c) Word2Vec  

Word2Vec is the model selected to carry on the content-based filtering. Its nature of 
developing vectors support the need to find item-based similarities between the hotels by 
taking into account its reviews. Word2Vec gives support to Word Embedding techniques 
mostly implemented by importing the gensim library and the Word2Vec directory.  

The vectors generated were going to have a size of 100 due to some limitations of the RAM 
storage available from Colab Notebooks with a minimum count of 1 and skip-gram 0, since 
the target word is defined and the context words predicted.  
As an example, the word hotel was introduced in the model, and the similarities encountered 
as shown in IMAGE 11 are the most similar to the word Hotel.  

IMAGE 11 - Word2Vec Model  

d) Aggregated Group of Reviews - Solving an issue 

As the vectors were taking each Hotel as independent and unique hotels, it was needed to 
create group of reviews for each hotel that could have a list of lists of tokens to identify 
which reviews were from the same hotel to proceed with the development. 


IMAGE 12 - GROUP REVIEWS 

E) Vectors for the Reviews - Average Vectors  
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IMAGE 13 - AVERAGE REVIEW VECTOR 

As now there were group of reviews with list of list of tokens and vectors that could identify 
them, it was needed to create average vectors per group of reviews for each unique hotel to 
have a main value of representation as shown in image 13.  
 
F) Cosine Similarity  

IMAGE 14 - COSINE SIMILARITY CALCULATION 

 
The next step in the development is cosine similarity. As can be seen in image 14, the process 
was done by stacking the reviews into a different infrastructure of 2 arrays to calculate the 
similarities between them by throwing the vectors into the matrix. 


G) Testing of the model  

the last part of the implementation of content-based filtering was to test the model. IMAGE 
15 shows a clear example of the functionality and the recommendations generated. For this 
example, the hotel Villa Pura Vida was selected to generate recommendations which 
according to the model, the hotels in the image are the top similar to this particular hotel.  
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IMAGE 15 - TESTING OF THE SECOND MODEL  

4.3 HYBRID RECOMMENDATIONS  

As per the final model, hybrid recommendation integrates both collaborative filtering and 
content based filtering.  

A) File uploading 

As the models were developed in different notebooks, it was needed to upload the required 
files from the past two notebooks to develop the final integration. For collaborative filtering, 
it was needed the collaborative filtering.csv and for the content based filtering more files 
where needed such as aggregated reviews, cosine similarity and model_w2v as shown in 
image 16.  For the content-based files, gensim library is needed for decoding.  

 

IMAGE 16 - library and files uploading  

B) CONTENT-BASED RECOMMENDATIONS 
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now that the files are uploaded and the system recognized the past history of the algorithm, it 
was suggested by third parties ( video tutorials such as ) to corraborate that the content based 
recommendations were in place. As image 17 shows, the content based recommendations 
were initiated by importing cosine similarity functions. 

IMAGE 17 - CONTENT-BASED RECOMMENDATIONS  

C) HYBRID RECOMMENDATIONS  
now that the content-based recommendations are in place, since there were so many files 
needed in its conversion, the hybrid recommendations are generated.  

IMAGE 18 - HYBRID RECOMMENDATION CALCULATION 

D) EXAMPLE OF  HYBRID RECOMMENDATION (USER_ID=1, HOTEL- 
NOVOTEL GENT CENTRUM 
The following experiment is to corroborate the right functionality of the model and evaluate 
initially its accuracy and the recommendations generated. This example takes the user_id=1 
who liked or reviewed the hotel “ Novotel Gent Centrum”. The top similar hotels are being 
recommended to this particular user based on similar hotels from the one liked and hotels 
liked by similar users.  
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IMAGE 19 - HYBRID RECOMMENDATION - EXPERIMENT 1  

E) Visual and interactive interface  
Project wise, it was decided to include an interactive component to develop the 
recommendations, with the support of video tutorials it was possible to use colab widgets to 
create an interactive interface to test the hybrid model as shown in image 20.  

 
IMAGE 20 - INTERACTIVE INTERFACE - HYBRID RECOMMENDATIONS 

4.4 EVALUATION  

As per the testing of the hybrid recommendation, three different metrics were used: Root 
Mean Square error, precision and F1-Score.  
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RMSE was selected due to its valuable insights in rating performance, supporting the 
collaborative filtering suggestions while precision was selected to evaluate the content based 
filtering, due to the fact that it evaluates the false positives, signaling if the recommendations 
are in fact correct. Lastly, F1 score was decided to be included since it is an integration 
between precision and recall giving a more complete insight on how accurate is the hybrid 
model.  

A) RMSE  

IMAGE 21 - RMSE Results 

  
B) Precision  

IMAGE 22 - PRECISION METRIC RESULTS 

C) F1 Score  

 14



IMAGE 23 - F1 SCORE RESULTS  
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