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1 System Configuration 

The project has been done on IS-6300UCPU Windows 10 Pro operating system with 8GB 

ram with extended 7.8 usable GB, and x64-based processor having a base clock speed of 

2.50 GHz. 

 
Figure 1: System Configuration 

 

2 Software Requirement 

For the project execution Google Colab environment has been used. 
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Figure 2: Google Colab Environment  

3 Python Libraries 

The project uses following python libraries : 

 numpy 

 matplotlib 

 pandas 

 sklearn 

 seaborn 

 uuid 

 CatBoost 

4 Dataset 

• Publicly published data was taken from open source site, Kaggle.com. Dataset 

consist of four source files including; product, customer, transaction and clickstream 

data of E-commerce store.  

• Dataset contained website record from Aug 2016 to July 2022 of clothing brand, in 

Indonesia. 

5 Data Preprocessing 

• To perform analysis, all for datasets were combined on the basis of shared identifier 

among datasets 

• In this step of analysis data cleaning has been performed using mean strategy to fill 

critical column and mode for categorical columns.  

• Perhaps, some of redundant columns from data has been dropped, (blank columns; 

‘unnamed 3’ and ‘unnamed 4’) 



3 

 
Fig1. EDA on all clickstream dataset 

 
Fig2. EDA on all customer dataset 
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Fig3. EDA on all product dataset 

 
Fig4. EDA on all transaction dataset 

6 Data Analysis 

 In this step, all data files were merged for ML models implementation. 

 Missing values further dealt with mean and mode strategy, data type has been 

ensured to be Integer. 
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Fig5. Integration of datasets on the bases of common identifiers across all source files 

 
Fig6. Handling duplication of session_id 

 UUID lib imported to handle duplication of session id in data. The objective of 

employing UUID was to ensure to consider that multiple events can be taken in 

one session.  
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Fig.7 New feature engineering  

 
Fig8. Encoding of variables for ML models
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Fig9. Setting merged_df (features and target variable) for models  

 Features to drop: showing the drop command for features those has already 

been encoded with LableEncoder to be used in merged_df 

7 Model Training and Testing 

 
Fig.10 Split model for training and implementation of Baseline model  
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Fig11. Results from Baseline model  

 

 

 

 

 

 

 

 

 

Fig.12 Implementation and results of advance model -RF 



9 

 
Fig.13 Implementation of advance model –GB 

8 Application of Techniques for Imbalanced class 

 
Fig.14 Implementation of SMOTE to handle imbalanced class. 
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Fig15. Implementation of Hyperparameter tuning for improved performance  
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Fig.16 Advanced model with hyperparameter tuning  

9 Application of Downsampling 

 
Fig.17 Implementation of Downsampling 
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Fig 18. Results of Baseline model with downsampling 
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Fig.19 Advanced models with Downsampling 

 
Fig.20 Installation of CatBoost Lib 
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Fig.21 CatBoosting classifier results with Downsampling. 


