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1 Introduction

This research develops a Mental Health Question-Answering system by leveraging Large
Language Models(LLMs). The study experiments with 5 LLMs i.e. Flan-T5 Chung
et al. (2022), Tiny-LlamaZhang et al. (2024), Llama-2 Touvron et al. (2023), Gemma-2
Team (2024) and GPT-Neo Black et al. (2021) utilizing Parameter Efficient fine-tuning
technique LoRa and Memory Efficient strategy Quantization, thus Q-LoRa. All these
models have been trained with the same configuration and parameters for a comparative
research, Hence this configuration manual showcase the code artifacts for 1 model i.e.
Gemma-2 that shall be followed for other 4 LLMs. The study initially trains the LLMs
on 1 epoch scrutinizing the performance in least resources, and perform Re-training
for 10 epochs on the best 3 promising models i.e. Llama-2, Gemma-2 and GPT-Neo.
Further, the models are evaluated on their performance through evaluation Metrics such
as ROUGE, BERT and BLEU score accompanied with Inference on different questions
to scrutinize the generated responses qualitatively.

2 Configuration

2.1 Hardware Requirements

This project was conducted on 2020 MacBook M1 with 8GB of memory, running MacOS
Sonoma version 14.3.1, and equiped with 245.11GB of internal storage. Further, the
model training and evaluation was conducted in Google Colaboratory Pro, using the
following Hardware accelerator (Compute Engine Backend GPU):

T4:

• System RAM: 12.7GB

• GPU RAM: 15.0 GB

• Disk: 235.7GB

L4:
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• System RAM: 53.0GB

• GPU RAM: 22.5GB

• Disk: 235.7GB

A100:

• System RAM: 83.5GB

• GPU RAM: 40.0GB

• Disk: 235.7GB

2.2 Software and Libraries Requirements

The following Python Version and libraries have been used to perform this research:

• Python version 3.10.12

• bitsandbytes 0.400.2

• trl 0.4.7

• peft 0.4.0

• accelerate 0.21.0

• transformers 4.31.0

• datasets

• huggingface

• torch

• evaluate

• bert score

• rouge score

• json

3 Dataset Source

Dataset leveraged in this research is an open-source publicly available dataset on Hug-
gingFace Jia Xu (2024):

MentalChat16k: https://huggingface.co/datasets/ShenLab/MentalChat16K
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Figure 1: Importing libraries

4 Implementation

4.1 Install and Import Libraries

Mentioned libraries shall be installed using pip and imported in the colaboratory note-
book:

4.2 Data Loading and Transformation

The open-source dataset shall be loaded from Huggingface repository with the datasets
library from huggingface. Additionally, split the dataset into train-test-validation split
with ratio: 80:20:10

Further, the dataset is transformed to combine ’Instruction’ or ’Prompt’ for Mental-
Health Therapist with the Input question and serve as one text to the model in Dataset-
Dict format:

Figure 3: Data Transformation
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Figure 2: Dataset Loading and Train-Test Split

4.3 Defining bitsandbytes parameters

The bitsandbytes configuration enables accessible large language models via k-bit quant-
ization for PyTorch. This study leverages 4-bit quantization with torch.

Figure 4: Enter Caption

4.4 Loading Pre-trained Models with Tokenizers

The project uses pre-trained LLMs to fine-tune on domain specific task and hence, these
LLMs are downloaded along with Tokenizers from HuggingFace repository. The bitsand-
bytes configuration enables to load the model tokenizers and parameters in memory-
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efficient manner with quantized model weights.

Figure 5: Enter Caption

4.5 Defining PEFT Q-LoRa parameters

QLoRA or 4-bit quantization enables large language model training with several memory-
saving techniques that don’t compromise performance. This method quantizes a model
to 4-bits and inserts a small set of trainable low-rank adaptation (LoRA) weights to allow
training. Here, LoRa configurations are set: LoRa rank=64 (This is the dimensionality
of Low-Rank adaptation Matrices ) and LoRa alpha= 16 (determines the strength of
learned LoRa matrices).

Figure 6: Enter Caption

4.6 Defining Training Arguments parameters and SFT para-
meters

Here SFTTrainer is used. Which is a Supervised Fine-tuning trainer integrated with Q-
LoRa providing easy to use training arguments and easily manageable data preparation
and training flow.
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Figure 7: Training arguments for 1-Epoch
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Figure 8: SFTTrainer arguments

4.7 Train LLMs

Finally, after all the configurations and parameters set the LLM model (Flan-T5, Tiny
Llama, Gemma-2, Llama-2, GPT-Neo) is trained for 1 epoch by the trainer library.

Figure 9: Train LLMs using trainer library

4.8 Saving Model

In this project, the models have been saved in Google Drive as well as in hugging face
repository, to utilize them further for evaluation or inference purposes.

Figure 10: Pushing Model to Hugging Face Repository

4.9 Load Saved Model from HuggingFace Repository

To ensure that the model has been successfully pushed to Repository, it’s loaded from
the path where it was saved.
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Figure 11: Pushing model to Huggingface

4.10 Inference

To evaluate the performance and responses generated from LLMs, Inference on Fine-
Tuned Model is performed to Evaluate generated responses while tokenizing and de-
tokenizing:

Figure 12: Inference Example
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Figure 13: Inference Response

4.11 Evaluation and Result Saving

For Quantitative evaluation, ROUGE, BERT and BLEU scores are calculated using the
evaluate and rouge score, bert score libraray. Due to resource and time constrains the
model is evaluated on 50% of dataset.
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Figure 14: Response Generation

The model responses are generated by setting up a specific ’max token’ length and
’top p’ to select tokens with 90% probabilty and ’top k’ to consider top 50 most likely
tokens. finally, the results are generated and displayed.
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Figure 15: Metrics calculation

4.12 Output

Output of Evaluation Metric:

Figure 16: Output of Evaluation Metric

4.13 Model Re-training for Higher Epochs: 10 Epochs

The model trained on 1 epoch previously is loaded from the huggingface repository and
trained on higher number of epochs i.e. 10 to measure consistency in results. After
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model loading, the LLMs are fine-tuned with same parameters and configuration but for
10 epochs. The evaluation of this better trained model at 10 epoch is also done in the
similar manner but with 20% test data.

HuggingFace Repository of Final Fine-Tuned LLMs

• Llama-2: DiatWork/llama2-MentalHealth-Finetune-10epoch

• Gemma-2: DiatWork/gemma2-MentalHealth-Finetune-10epoch

• GPT-Neo: DiatWork/GPT-Neox-MentalHealth-Finetune-10epoch
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