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1 Introduction

This configuration manual gives a detailed instructions for replicating the setup, execu-
tion, and shows all the experimentation that is involved in the proposed project: ”Deep-
Defend: Optimized Multi-Model Approach for Network Intrusion Detection Using Deep
Learning and IoT security Enhancement”. The documentation describes the software
tools, system requirements, and configuration steps that were required to demonstrate
the experiments, train models and deploy the web application.

2 System Configuration

This section gives the details of the system’s hardware requirements that were used to
support this proposed study.

2.1 Hardware Requirements

• Operating System: Windows 11

• Processor: 13th Gen Intel(R) Core(TM) i5-1340P 1.90 GHz

• RAM: 16 GB

• Storage: 512 GB SSD

• System Type: 64-bit operating system, x64-based processor

• GPU: Intel(R) Iris(R) Xe Graphics

2.2 Software Requirements

• Python Version: 3.11.1

• IDE/Platform Used: Jupyter Notebook (via Anaconda)

Python being the primary programming language that was used throughout the work,
version 3.11.1 version is utilized. IDE platform that is used in this study is Jupyter
Notebook for whole implementation and execution of this study, through a comprehensive
package called Anaconda Navigator.
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2.3 Required Python Libraries

1. Numpy: This provides support for numerical computations and matrix operations.
Numpy is useful to handle array-based structures in the preprocessing steps. In this
study, nu,py is sed for efficient data manipulation and computation in the models
requiring mathematical operations on arrays.

2. Pandas: Pandas are required for versatile data manipulation and analysis lib-
rary. It is used extensively for reading datasets like UNSW-NB15, NSL-KDD and
preprocessing steps such as handling missing values, feature extraction and data
splitting.

3. Matplotlib: This generates visualization like heatmaps, feature importance charts,
and accuracy plots in the study to give more detailed insights into data and model
performance.

4. Seaborn: Built on Matplotlib, this library gives high-level visualization capabilities
for statistical graphics, and in the study it is used to create correlation heatmaps and
distribution plots which helps in feature selection and explanatory data analysis.

5. Scikit-learn: This implements various ML algorithms like Random Forest, Gradi-
ent Boosting and evaluation metrics such as confusion matrices and classification
reports.

6. TensorFlow/Keras: It is used for building, training, and evaluation CNN, LSTM
and Hybrid CNN-LSTM models for intrusion detection.

7. Flask: This hosts the web interface that allows users to upload datasets and inter-
act with the pre-trained intrusion detection models.

8. Joblib: This saves and loads trained machine learning models for use in the Flask
web application.
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3 Installation

3.1 Software Installation

1. Install Anaconda: Download and install Anaconda Navigator which is recom-
mended to manage environments and to run Jupyter Notebooks.

2. Install Required Libraries:

Figure 1: Importing necessary libraries and modules in UNSW Intrusion notebook
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Figure 2: Importing necessary libraries and modules in Cyber Intrusion notebook

Figure 3: Importing necessary libraries and modules in ToN IoT notebook
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Figure 4: Importing necessary libraries in Train Model notebook

4 Dataset Preparation

4.1 Description of Datasets

1. UNSW-NB15: Network traffic daatset for multi-class intrusion detection.
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2. NSL-KDD: This is the improved version of existing KD’99 dataset which is widely
used in various intrusion detection works.
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3. ToN IoT: This is an IoT specific dtatset with multiple attack types.
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All the datasets to be placed in a ”/datasets” directory.

5 Implementation

5.1 Implementation of Cyber Intrusion

1. The preprocessing of UNSW-NB15 dataset and generation of heatmaps for feature
correlation is performed.

2. Load ”Cyber Intrusion.ipynb” in Jupyter Notebook.

3. Execute preprocessing cells sequentially.

4. Heatmaps for correlation analysis.

5. Preprocessed dataset saved as processed unsw.csv
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Figure 5: Data Preprocessing of Cyber Intrusion
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Figure 6: Visualization of class distribution
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5.2 Implementation of PPGO IoT

1. The evaluation of IoT-specific datasets using various ML classifiers are done here.

2. Load datasets such as GPS Tracker, Fridge, and Thermostat.

3. Train models such as Random Forest and Decision Trees.

4. Classification reports for each dataset.

5. Accuracy comparison for classifiers.

Figure 7: Optimization using PPGO algorithm

Figure 8: Splitting the dataset into training and testing
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Figure 9: Deep Learning with LSTM

5.3 Implementation of ToN IoT

1. Feature Selection and ML model evaluation for ToN IoT dataset is done.

2. Used correlation matrices for selection of key features.

3. Train models like Logistic Regression and SVM.

4. Feature importance visualizations.

5. Confusion matrices for model predictions.
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Figure 10: Preprocessing of ToN IoT notebook
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Figure 11: Decision Tree of fridge dataset
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Figure 12: Random Forest of fridge dataset
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Figure 13: Gradient Boosting of fridge dataset
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Figure 14: Naive Bayes of fridge dataset
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Figure 15: LDA of fridge dataset
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Figure 16: QDA of fridge dataset
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Figure 17: Preprocessing of garage door dataset
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Figure 18: Distribution of garage door dataset
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Figure 19: Decision Tree of garage door dataset

28



Figure 20: Random Forest of garage door dataset
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Figure 21: Gradient Boosting of garage door dataset
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Figure 22: Logistic Regression of garage door dataset
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Figure 23: Naive Bayes of garage door dataset
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Figure 24: LDA of garage door dataset
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Figure 25: QDA of garage door dataset

5.4 Implementation of UNSW-NB15

1. This shows the comprehensive evaluation using UNSW-NB15 dataset.

2. Preprocess the dataset by handling missing values.

3. Train ML models and evaluate their performance.

4. Accuracy, precision, recall, and F1-score for each model.

5. Comparison charts for UNSW-specific models.
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Figure 26: Visualization of Binary classification
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Figure 27: Visualization of Multi-class classification
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Figure 28: Correlation Matrix for Binary Labels

Figure 29: Correlation Matrix for Multi-class labels
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Figure 30: Features saved as ”multi data.csv”
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Figure 31: Features saved as ”bin data.csv”

5.5 Train Model

1. Training CNN and hybrid CNN-LSTM models for intrusion detection.

2. Import libraries and load preprocessed datasets.

3. Train CNN and CNN-LSTM models.

4. Model Evaluation metrics such as accuracy and F1-score

5. Plots of training vs. validation accuracy.
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6 Web Application

6.1 Purpose

This web application is just a demonstration for uploading datasets and predicting intru-
sion attack types’ categories using pre-trained models.

6.2 Running the Application

1. Navigate to the folder that contains ”app.py”.

2. Copy the path of the folder.

3. Open Anaconda Prompt and change directory to this folder, by pasting the path.

4. Run the web application by entering the following command:
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Figure 32: Running the web application in Anaconda Prompt

5. Open the web interface by using a browser.

Figure 33: Website homepage

6.3 Directory structure

6.4 Inputs and Outputs

• Input: CSV file with network traffic data

• Output: Predicted attack classes displayed on the web interface
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Figure 34: Attack Classes predictions - Result 1

Figure 35: Attack Classes predictions - Result 2
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