
Configuration Manual

MSc Research Project

Artificial Intelligence

Naresh Kumar Satish
Student ID: 23248441

School of Computing

National College of Ireland

Supervisor: Anderson Simiscuka

www.ncirl.ie



National College of Ireland
Project Submission Sheet

School of Computing

Student Name: Naresh Kumar Satish

Student ID: 23248441

Programme: Artificial Intelligence

Year: 2024-25

Module: MSc Research Project

Supervisor: Anderson Simiscuka

Submission Due Date: 12/12/2024

Project Title: Configuration Manual

Word Count: 340

Page Count: 7

I hereby certify that the information contained in this (my submission) is information
pertaining to research I conducted for this project. All information other than my own
contribution will be fully referenced and listed in the relevant bibliography section at the
rear of the project.

ALL internet material must be referenced in the bibliography section. Students are
required to use the Referencing Standard specified in the report template. To use other
author’s written or electronic work is illegal (plagiarism) and may result in disciplinary
action.

Signature: Naresh Kumar Satish

Date: 25th January 2025

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST:

Attach a completed copy of this sheet to each project (including multiple copies). □
Attach a Moodle submission receipt of the online project submission, to
each project (including multiple copies).

□

You must ensure that you retain a HARD COPY of the project, both for
your own reference and in case a project is lost or mislaid. It is not sufficient to keep
a copy on computer.

□

Assignments that are submitted to the Programme Coordinator office must be placed
into the assignment box located outside the office.

Office Use Only

Signature:

Date:

Penalty Applied (if applicable):



Configuration Manual

Naresh Kumar Satish
23248441

1 Introduction

An outline about the system requirements, configurations, tools used, step by step imple-
mentation, assumptions made, and the required dependencies are described in a system-
atic flow of the research work. The execution of the python scripts, environment utilized,
and the packages used are well described in the below sections. The manual gives an
overall visualization on the datasets used, data preprocessing stages, feature engineering
techniques, model training and evaluation.

2 System Configurations and Setup

2.1 Hardware Requirements

The processor and the memory utilized was 12th Generation with 10 cores, 12 Logical
Processors, 1300Mhz, 8GB RAM.

2.2 Software Environment

The research work was scripted using as the Python primary language in its latest ver-
sion - 3.12.4, and JupyterLab is the primary IDE created from Anaconda distribution
running on Windows 11 environment with 64-bit system type. Conda was used for the
management of the libraries and packages and JupyterLab was accessed using Google
Chrome browser.
The required packages and dependencies are shown in the below figure 1

Figure 1: Required Packages and Dependencies
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3 Data Collection

The data was collected using four different APIs: Global Database of Events, Language,
and Tone(GDELT), Mediastack, Reddit, and Kraken. The necessary data was retrieved
and was downloaded in a “.csv” format file using Pandas package.

1. GDELT: https://github.com/gdelt retrieval.csv

2. Mediastack: https://github.com/mediastack retrieval.csv

3. Reddit: https://github.com/reddit retrieval.csv

4. Kraken: https://github.com/eth daily prices sept 2023 to oct 2024.csv

Figure 2: Datasets

4 Data Processing and Transformation

The data was preprocessed by undergoing a series of steps, by removing the URL, HTML
tags, numeric characters, tokenization, stemming, lemmatization, removing the duplicate
values, removing the abbreviation and was merged with the financial data of Ethereum.
Figure 3 shows the script for data preprocessing.
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https://github.com/Nareshkumar30701/Forecasting-Ethereum-s-Price-by-Integrating-Hybrid-Sentiments-Leveraging-XAI/blob/main/gdelt_retrieval.csv
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Figure 3: Preprocessing and Transformation of the Dataset

5 Feature Engineering and Exploratory Data Ana-

lysis

The data was analyzed for its insights, and there were necessary feature engineering
steps implemented for creation of new features which added more value to the dataset.
The below figure 4 shows some of the main parts like the sentiment analyzers, hybrid
sentiments implementations, and average sentiments in the feature engineering technique,

Figure 4: Feature Engineering
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After performing the feature engineering on the dataset, the dataset was analyzed for
its insights by visualizing some of the seasonal trends and downfall of the cryptocurrency
within the short period. Some of the important exploratory data analysis which revealed
the maximum insights from the data was correlation, tope 5 sources of the datasets,
lagged effects of the price, rolling volatility of the price, and stationarity tests of the time
series data, the below figure 5 and 6 highlights the steps mentioned

Figure 5: Exploratory Data Analysis

Figure 6: Exploratory Data Analysis
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6 Model Training

There were three models which was trained for a comparative analysis of ML and DL
models, the implementation of Random Forest Regressor 7, XG Boost Regressor8, and
LSTM 9 are shown below:

Figure 7: Random Forest Regressor

Figure 8: XG Boost Regressor with Grid Search
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Figure 9: LSTM

The models were tested on various hyperparameter tuning like adjusting the maximum
depth of the trees, nodes, learning rate, epochs, optimizers, dropout rates, number of
layers and the results produced are the best hyperparameters used in the model.

7 Evaluation

The model’s were evaluated on various metrics like R-squared, Mean squared error, Root
mean squared error, time complexity and visualizations of model’s actual vs predicted
data points.

Figure 10: Evaluation Metrics

XG Boost model showed high and accurate results outperforming other two models
due to various reasons.
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8 Explainable AI

Partial Dependence Plot, Individual Conditional Expectation and Shap was implemented
only on the best working model among the three, and the results were visualized for better
understanding and evaluation. Figure 11 represents the XAI implemented on XG Boost
model.

Figure 11: XAI implementation
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