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1 Introduction

This configuration manual describes the hardware and software requirements, implement-
ation procedures and policies of the Emotion Detection project. The project classifies
emotions from textual data into six categories: Six emotions to predict: Anger, Fear, Joy,
Love, Sadness, and Surprise, with a proposed multi-phase modeling that combines clas-
sical machine learning, deep learning, and transformer-based learning. The deployment
covers a Streamlit App as well as Gradio Interface.

1.1 Environment Specification and Configuration

Pre-requisites: Python Version: Python 3.11.5 (Installed locally). Installation Link:
https://www.python.org/downloads/ IDE: Visual Studio Code (for local development).
Installation Link: https://code.visualstudio.com/ Cloud Environment: Google Colab (for
running and deploying Gradio applications). Access Link:https://colab.research.google.com/
Streamlit App: Deployed locally using Streamlit for the FLAN-T5 model. Gradio App:
Deployed in Google Colab for easy web-based interaction. Python Package Manager: pip
(default in Python 3.11.5).

2 System Requirements

2.1 Hardware Requirements

• Device: MSI

• Processor: 12th Gen Intel(R) Core(TM) i7-1255U

• RAM: 16 GB

• Operating System: Windows 11 Home Single Language (64-bit)

2.2 Software Requirements

Operating System: Windows 11 Home Single Language Version: 24H2 OS Build: 26100.2454
Experience Pack: 1000.26100.36.0
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Figure 1: Device Specifications

Figure 2: Software Requirements
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3 Environment Setup

3.1 Virtual Environment Setup

Create a virtual environment for package management python -m venv myenv and Ac-
tivate the virtual environment

3.2 IDE Configuration

Install Visual Studio Code. And add Python extension for Visual Studio Code from
the extensions marketplace. Open project folder in VS Code and set the interpreter the
virtual environment.

3.3 Google Colab Configuration

Install gradio in colab

3.4 Streamlit Application Deployment

Run the streamlit app locally;
Using the command, streamlit run streamlit app.py

3.5 Gradio Application Deployment

Use Colab to deploy the Gradio.
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4 Programming Environment Setup

Figure 3: Libraries for Data Preprocessing

Figure 4: Libraries for WordtoVect, Glove

Figure 5: Libraries for SVM
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Figure 6: Libraries for LSTM

Figure 7: Libraries for LLM

5 Project Configuration and Execution

5.1 Dataset Preparation

Datasets Used:Twitter Emotion Dataset, Text Emotion Detection Dataset, Emotion De-
tection Dataset from Kaggle

Figure 8: Data Loading

5.2 Preprocessing Data

Preprocessing: Text cleaning (removal of stopwords, punctuation, and noise). Tokeniza-
tion and Lemmatization using nltk. Stratified sampling to handle class imbalance.

Execute the dataset preparation notebook (Dataset Preparation.ipynb) on Google
Colab or locally.

Creating a Balanced Dataset
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cleaning and exploring the balanced dataset. It ensures data quality by handling
missing and duplicate values. The category distribution analysis and visualization provide
valuable insights into the dataset’s composition, informing potential further analysis or
modeling steps. Saving the cleaned data ensures that the processed dataset is readily
available for subsequent tasks.

Figure 9: Cleaning and Exploring Dataset
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Figure 10: Distribution of Catagories

Figure 11: Sentence Length Distribution

5.3 Model Development

Classical Models: Logistic Regression with Bag-of-Words (BoW) features. SVM with
Word2Vec and GloVe embeddings. Deep Learning Models: LSTM for sequential data
analysis. Bayesian LSTM to handle uncertainty in predictions. Transformer Models:
Fine-tuned BERT, RoBERTa, and FLAN-T

Bag of words : The Bag of Words (BoW) model converts text into numerical features
by counting the occurrences of words. It disregards grammar and word order, focusing
on word frequency.
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Figure 12: Bag-of-Words

Figure 13: WordtoVec
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Figure 14: Glove

Figure 15: Sentence Embedding using Glove
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Figure 16: LSTM for sequential Data Analysis

Figure 17: Loading Data- Transformer-Based Model
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Figure 18: Transform the data into a PyTorch-compatible dataset

Figure 19: Build the BERT MODEL

The Google FLAN-T5 model is a fine-tuned version of the T5 (Text-to-Text Trans-
fer Transformer) designed for a variety of NLP tasks, including classification tasks like
identifying emotions. Since T5 models treat every NLP problem as a text generation
task.

Figure 20: Zero Shot Prompting using BART

In few-shot prompting, we provide the model with a few examples of how the task
should be performed before giving it the new input. This helps the model understand
the pattern or task better.
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RoBERTa: We’ll use RoBERTa, which is a strong model for classification tasks, in a
few-shot manner. We’ll give a few examples and then ask it to classify the new text into
one of the emotion categories.

Figure 21: RoBERTa for Few shot prompting

FLAN-T5: We’ll use FLAN-T5, a variant of T5 fine-tuned for instruction-based tasks.
It performs well in few-shot settings, where you provide a few examples and a prompt.

Figure 22: Load the Flan-t5 Model

The Google FLAN-T5 model is a fine-tuned version of the T5 (Text-to-Text Trans-
fer Transformer) designed for a variety of NLP tasks, including classification tasks like
identifying emotions. Since T5 models treat every NLP problem as a text generation
task, you can adapt them to classify emotions by providing an appropriate prompt.
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Figure 23: Load the DistilledBERT

6 Deployment

6.1 Streamlit Deployment

Save the streamlit app.py file in the local project folder. Run the app using the command
streamlit run streamlit app.py Input sample text to get predicted emotions.

Figure 24: Emotion Detection App

6.2 Gradio Deployment

Purpose: To provide an accessible web-based interface for emotion detection using Gradio.
Steps: Upload the Gradio deployment notebook (Gradio Deployment.ipynb) to Google
Colab. Install Gradio using pip install gradio. Run the notebook to launch a Gradio
interface with a public URL for real-time interaction.
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Figure 25: Emotion Predictor using Gradio

7 Evaluation

Metrics Used: Accuracy, Precision, Recall, F1-Score, Confusion Matrix.

7.1 Logistic Regression

Figure 26: Logistics Regression Evaluation Metrics
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Figure 27: Logistic Regression Confusion Metrics

7.2 Support Vector Machine

Figure 28: SVM Evaluation Metrics

15



7.3 LSTM

Figure 29: LSTM Evaluation Metrics

Figure 30: LSTM Confusion Metrics
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7.4 LLM

Figure 31: LLM Evaluation Metrics

Figure 32: LLM Confusion Metrics
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8 Conclusion

The project was accurately able to show how emotion detection can be done through
classical, deep learning as well as transformer models. There were real-life use cases
demonstrated through Streamlit and Gradio apps with regards to customer feedback
analysis, sentiment management, and mental health. The future work includes the col-
lection of more diverse datasets, the scaling up of the transformer model, and the addition
of methods for explaining the model to the user.
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