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1 Introduction

The manual has all the important information on system, hardware and software specific-
ations. It also outlines the process for execution of the study done on the ”Safeguarding
Sensitive Data - Detection in Unstructured Text Using Cutting-Edge Trans-
former Architectures”. Section 2 tells about the system specifications like hardware
and software setups which are utlised for the process of research. Section 3 covers how
to set up the environment, import libraries, and do pre-processing. The fourth section
discusses model development and assessment.

2 System Configuration

This section contains the hardware and software requirements necessary for running
BERT-based models, including namely DistilBERT,, RoBERTa, DeBERTa and, Long-
former, for our research. Tthe project is implemented on Google Colab utilizing the a
T4 GPU setup, which provides the compuutational power required for training and the
inference model.

2.1 Hardware Requirements

Table 1: Hardware Requirements
Component Specification
Operating System Any Operating System

Processor Minimum Intel® CoreTM i5

Graphics NVIDIA® Tesla T4 GPU (Google Colaboratory)
GPU Compute Supports CUDA for TensorFlow and PyTorch
Processor Speed 3.2GHz

The hardware setup provided in table 1 ensures smooth execution of transformer-
based models by leveraging Google Colaboratory’s T4 GPU for computationally intensive
operations.

2.2 Software Requirements

The software setup in table 2 allowed efficient training and evaluation of the models.
Utilizing Google Colaboratory’s T4 GPU ensured the project’s computational needs were
met effectively while maintaining compatibility with essential frameworks and libraries.
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Table 2: Software Requirements
Component Specification
Web Browser Google Chrome
Programming Language Python (TensorFlow & PyTorch support)
Development Platform Google Colaboratory (T4 GPU enabled)
Version Control GitHub
Libraries and Tools Transformers (Hugging Face), NumPy, Pandas,

Matplotlib, Torch, TensorFlow

This setup ensures the smooth execution of tasks such as data preprocessing, model-
ling, and inference i.e, extracting result while thee addressing the computational needs
of transformer-based models.

Other Dependencies: Stable Internet connection for upload the dataset and fine-
tuned model on google drive, so to run the notebook on google collaboratory.

3 Setting Environment

For the implementtaion of my project, I have utilised Google colaboratory which is the
really great tool for Python-based works such as data analysis tasks and machine learning
modellings on cloud. I used T4 GPU enabled environment of google colaboratory envir-
onment for the model building and model inferencing. jupyter files can be run through
this.

1. First go to google collab page : with this link 1

2. we have to sign-in google account to use this laboratory. Page will look like this 1.

Figure 1: Google Colaboratory Figure 2: Collab Upload files

3. Then select open collab and then you get option to upload the files and folder 2.
browse it and upload notebooks (.ipynb files) provided.

Alternative: As shown in figure 3 you can click on github option and upload
.ipynb notebook from my publicly available github repository . 2

1https://colab.google/
2https://github.com/animesh-rai/x23194545_Sensitive_data_detection/tree/main
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Figure 3: Open notebook through Git-
Hub option

Figure 4: Selecting T4 GPU for acceler-
ation

4. After notebook gets opened, before running the each shell for execution, make
sure to enable T4 GPU setup by selecting T4 option from right side connect drop
down and then save it and click connect option to notebook will run with GPU
configuration.

5. Fined-tuned models for sensitive data detection project is uploaded in my shared
google drive 3 which can be downloaded and upload in folder named ’PII models’
under MyDrive of google account where google collab notebook is running, so it
will be easier to load the model without any hussel for inferencing with notebook
named ”sensitive data inference using all models.ipynb”

4 Implementation Steps

4.1 Data Load: Learning Agency Lab - PII Data Detection

The project relies on a dataset available on Kaggle 4 which comprising close to 22,000
essays created by students engaging in a massively open online course. User can easily
download the dataset from kaggle website or use it from available google drive 5. first
upload the file in ’Dataset’ folder under your drive and then run the below command.

Figure 5: Dataset Load from Drive

3https://drive.google.com/drive/folders/1OhDmoqP-g6Xn2DqGkGqSx2zTErDQa0Og?usp=

sharing
4https://www.kaggle.com/competitions/pii-detection-removal-from-educational-data/

data
5https://drive.google.com/drive/folders/112Zw_ySDtL0t5dQ-TuZfgr6WSK4vRGOT?usp=

drive_link
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4.2 Importing Libraries

Importing libraries (packages) is easier since its google collab notebook and all the import
and pip statement already integrated with the code blocks. snippet of code blocks are
given below.

Figure 6: Libraries Used Development

4.3 Exploratory Data Analysis

”Sensitive Data Detection - EDA.ipynb” jupyter notebook contains functions and exper-
imentations for data exploration step. below is code snippet in figure 7

Figure 7: EDA On Sensitive detection Dataset

4.4 Dataset Split for Training and Testing

Each jupyter notebook contains step to split the dataset into training and testing for
modelling. below is code snippet in figure 8
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Figure 8: Train-Test Split

4.5 Tokenization and Label Alignment

Below code in figure 9 taken from ’pii detector using deberta b.ipynb’ file which converts
input tokens and their associated labels into a format suitable for the deBERTa modelling.
Similarily, all the other models such as roberta, longformer and distilbert have this step
too.

Figure 9: Tokenize and Align

4.6 Initialize Tokenizer and Model

Below code in figure 10 taken from ’pii detector using deberta b.ipynb’ file which initialize
tokens and model for the deBERTa modelling. Similarily, all the other models such as
roberta, longformer and distilbert have this step too.

Figure 10: Model and Token Initialization
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4.7 Handle Label Imbalance Script

Below code in figure 11 taken from ’pii detector using deberta b.ipynb’ file which is build
to computes weights for each class to handle label imbalance during training.

Figure 11: Handle Label Imbalance function

4.8 Custom Compute Metrics Script

Below code in figure 12 taken from ’pii detector using deberta b.ipynb’ file which is cus-
tom build to computes metrics for model performance.

Figure 12: Custom Compute Metrics Function

4.9 Training Argument Function

Below code in figure 13 taken from ’pii detector using deberta.ipynb’ file which is custom
build to computes metrics for model performance. Similarily other models codes are there
in their respective ipynb file.
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Figure 13: Training Argument Script for DeBERTa modelling

4.10 Model Training and Evaluation

Below code in figure 14 taken from ’pii detector using deberta.ipynb’ file which is used to
train and evaluate model performance. Similarily, other models codes are there in their
respective ipynb file which is used for fine tuning models for sensitive data detection and
the result of function are in figure 15 and figure 16.

Figure 14: Model Training and Evaluation Script

4.11 Confusion Matrix Script

Below code in figure 17 taken from ’pii detector using deberta.ipynb’ file which is used
to draw confusion metrixand evaluate model performance. Similarily, other models codes
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Figure 15: Train- Eval Result Figure 16: Classification Report

are there in their respective ipynb file which is used for fine tuning models for sensitive
data detection and the result of function are in figure 15 and figure 16.

Figure 17: Confusion Metrics Script

4.12 Model Inference

Below code in figure 18 is taken from ’sensitive data inference using all models.ipynb’ file
which is used to inference the Longformer fine-tuned model and the figure 19 is the output
of the same. Similarily, other models’ codes are there in that file too for inference and
fined-tuned model for DistilBERT, DeBERTa, RoBERTa, and Longformer are available
on shared google drive 6. to get download and upload in ones drive to access the model
inference result too.

6https://drive.google.com/drive/folders/1OhDmoqP-g6Xn2DqGkGqSx2zTErDQa0Og?usp=

sharing
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Figure 18: Longformer Model Inference
Code Sample Figure 19: Inference Result
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