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Safeguarding Sensitive Data - Detection in
Unstructured Text Using Cutting-Edge Transformer

Architectures

Animesh Kumar Rai
x23194545

Abstract

The detection of PII in unstructured text enables organizations to protect pri-
vacy and meet legal requirements for data protection in accordance with GDPR,
HIPAA and CCPA. Often ordinary prescriptive methods fails while working on
the complexities that appear with unstructured data that require enhanced ap-
proaches. This research focused on using transformer-based models including De-
BERTa, RoBERTa, DistilBERT, Longformer, in enhancing NER methods intended
for identifying PII. The present analysis was created using ‘Learning Agency Lab
- PII Data Detection’ dataset available on Kaggle. these models were trained to
detect different form of PIIs but not limited to names, email addresses and phone
numbers. In these models, DeBERTa showed the best performance with an F1-score
of 0.91 indicating high levels of precision and recall for all classes. Longformer was
really promising for long texts because of its ability to maintain the context, while
RoBERTa demonstrated a fairly reasonable balance between speed and accuracy.
However, for certain rare PII types, including emails and identification numbers,
it became challenging for all the models to hit the intended performances no mat-
ter the level of dataset balancing and augmentation. Hyperparameter tuning and
dropout regularization were among other techniques that further enhanced models,
increasing generalization and reduce overfitting. Limitations aside, class imbalance
and inherent sparsity in certain PIIs, findings underlined potential of transformer-
based models. Future research may explore better data augmentation techniques,
boosting models with other methods, and domain-specific pretraining approach.
Findings of this research are valuable for academic and industrial purpose to build
large-scale efficient PP systems.

1 Introduction

The rapid growth of digital data has introduced significant challenges in safeguarding
the sensitive information (Personally Identifiable) present in unstructured text such as
emails, social media posts, and corporate documents. Exposure of sensitive data, includ-
ing names, email ids, and identification numbers poses privacy and the security risks,
making its detection a critical task to adhere with the data protection regulations like
GDPR, HIPAA, and CCPA (Mattsson; 2020). The traditional rule-based methods for the
sensitive information detection often fail in the face of the complexity and variability of
unstructured text, prompting a shift towards the advanced Natural Language Processing
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(NLP) techniques supported by deep learning. Transformer-based model such as BERT,,
RoBERTa, and their successor, including Longformer and DeBERTa, have revolutionized
detection of the sensitive data by capturing nuanced context and semantics, overcoming
limitations of earlier. (Devlin et al.; 2019) (Beltagy et al.; 2020) (He et al.; 2021). How-
ever, despite the promises, challenges still persist in the evaluating these models across
the diverse datasets and document structures. The research investigates the effectiveness
of leading these transformer-based models in sensitive data detection, analyzing their
performance, and proposing the insights into practical, privacy-preserving applications.

1.1 The Importance of PII Detection

While these have become one of the key drivers of innovation and decision-making, the
question of data security has become a big one in such times. This sensitive data, names,
addresses, e-mail addresses, identification numbers, etc. is greatly facilitative in providing
personalized services, thus enhancing business processes. Their poor handling may lead
to terrible consequences, from identifying theft to fraud with bank accounts or even per-
sonal reputation damage. Goddard (2017) work showed that such development of data
breaches worldwide put personal private information protection at the forefront, hence
the need to formulate focused data protection laws such as HIPAA in the US, GDPR in
Europe, and CCPA in California as flagship examples of Data privacy laws across the
world, setting minimum requirements. Penalties resulting from not strictly abiding by
these usually run into millions of dollars, hence making protection of sensitive data a
priority.

Machine learning algorithms can effectively recognise personally identifiable information
(PII) in unstructured text data. These models must go beyond merely identifying sens-
itive information. They are tasked with ensuring it is anonymized or redacted before
deployment in real-world systems. Carlini et al. (2021) states that this is especially im-
portant in the context of large language models (LLMs) like OpenAI’s GPT series and
Google’s PaLM, which have been proven to memorise and replicate sensitive informa-
tion during text synthesis. This inherent challenge highlights need for secure systems.
In recent times, deep advancements in NLP have given much-enhanced performance for
systems intended for sensitive data detection, as He et al. (2021) have identified in 2021.
BERT enhanced with decoding, using disentangled attention, hereinafter referred to as
DeBERTa, reached state-of-the-art in semantic understanding by distinguishing the po-
sitional from the content embeddings. Liu et al. (2019) noted that RoBERTa had in-
troduced more sophisticated pretraining and fine-tuning procedures concerning both effi-
ciency and accuracy, while DistilBERT is much lighter and is supposed to be used when
computational resources are limited study by (Sanh et al.; 2020).

For complex or lengthy texts, Beltagy et al. (2020)introduced Longformer that offers
a solution with its sparse attention mechanism, making it highly effective for processing
large documents. It is for such pre-trained models that sensitive data detection systems
tune into issues of unstructured data in-depth, seeking to achieve a balance between
performance and scalability with contextual understanding.

Precise identification of confidential information is actually not only a relevant ne-
cessity but also an integral part of ethical and accountable AI. The aim, therefore, in
this work will be to overcome some of the challenges faced by state-of-the-art trans-
former models for the identification of sensitive data in order for scalable, efficient, and
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privacy-preserving solutions to be viable in today’s data landscape.

1.2 Research Gap

This research focusses on the creation and assessment of deep learning-based algorithms
for detecting sensitive personal data in unstructured text. It will involve the working out
of reliable algorithms that will ensure precision with further efficiency in the identification
of sensitive information, using advanced transformer architecture along with methodolo-
gies including transfer learning with data augmentation techniques. In addition to this,
the study examines a few practical challenges in applying these models and also their
effectiveness in real-world applications.

1.3 Research Questions

These are specific questions this research tries to answer:

RQ1 : How do transformer-based models perform in the PII detection task from unstruc-
tured text?

RQ2 : What is the most optimized trade-off among precision, recall, and F1-score for a
transformer model in PII detection?

RQ3 : How are the performance and generalization of the models improved using tech-
niques like hyperparameter tuning and dropout regularization on this task?

1.4 Research Objectives

The primary objectives of this research have been highlighted below:

1. Assessing advanced transformer-based models: DeBERTa, RoBERTa, DistilBERT,
and Longformer, on the performance evaluation task for the detection of PII.

2. Research how the tuning of hyperparameters and regularization techniques influence
the performance of these models.

3. To provide insight into the use of these models in practice within privacy-preserving
systems, while also highlighting their strengths and weaknesses.

1.5 Outlines

Finally, we can conclude Section 1 by detailing the report’s structure. The remainder
of the report is arranged as follows. Section 2 introduces significant theories and works
relating to the proposed topic. Section 3 outlines specifics of the methodology to be
followed for the study. Section 4 describes the design framework and architecture of
used methods for research. Section 5 presents the implementation approach, followed by
Section 6 with evaluation outcomes. In Section 7, we address potential research directions
and draw conclusions.
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2 Related Work

As already discussed like Sensitive information identification in unstructured textual data
is of great importance regarding the privacy of the data subjects and also to cope with
legal demands on data protection. It has moved from traditional rule-based methods to
state-of-the-art transformer-based models to keep pace with ever-evolving text data both
in complexity and volume. So, this work presents a critical review of those methods,
assessing strengths, weaknesses, and relevance to state-of-the-art research.

2.1 Rule-Based Approaches for Sensitive Data Detection

Regular expression matching and keyword matching are considered to be some of the
earliest rule-based sensitive information identification techniques. Studies conducted by
Kulkarni and K (2021), show that the technique will be effective in finding the patterns
of sensitive information such as a phone and email in structured datasets. These methods
will be especially successful in the areas where the forms are well defined, like financial
records and health organisations due to their numeric efficiency and ease of application.
It is studied by (Sheikh and Conlon; 2012). For instance, regular expressions can actually
find forms such as ”134-406-7090” or ”pii@domain.com, which would allow for automatic
identification redaction to take place within structured environments.

For instance, research like Garfinkel (2015) proves that such systems work with struc-
tured datasets, where data is in known formats. Traditional sensitive information de-
tection methods work under conditions whereby this information comes in a few forms
or patterns and will be appropriate for an application if those patterns are well-defined
and stable. Yet, due to the context vagueness and linguistic variability of unstructured
data, traditional methods face real difficulties when working with them. For example,
Sweeney (2013) indicates that the term ”Amazon” could refer to a corporation, a river,
or a geographical region—contexts which rule-based systems normally never grasp well.
This means that when the information at hand is not available, false positives and false
negatives increase immensely. Moreover, Carlini et al. (2021) emphasize that rule-based
systems are resource-intensive, with limited capacity for variable datasets, given that
they have to be manually adjusted continuously in order to adapt to new formats and
patterns of data coming in.

The adaptability and upkeep of rule-based systems pose an additional significant chal-
lenge. Such systems tend to become brittle and difficult to manage upon the introduction
of new input formats or variants, as this requires considerable alterations to the exist-
ing rule sets (Kulkarni and K; 2021). These limitations become increasingly evident as
datasets expand and become more complex. Also, rule-based systems are not able to
generalize well between domains, hence domain-specific tuning needs to be done to get
nuances in sensitive data representation. Singh and Hooda (2023)focus on how such
challenges prevent the broadening of applicability for this methodology.

While rule-based approaches initially offered a skeleton for identifying sensitive in-
formation, limits regarding unstructured text processing and variability have decidedly
confined their practical usage within modern settings. With datasets continuing to grow
both in complexity and diversity, the interest has progressively shifted toward machine
learning and deep learning methods that can offer greater flexibility, superior context
understanding, and scale. These now actively bridge the underlying deficiencies of rule-
based methods and provide an important development in the recognition of confidential
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information.

2.2 Statistical Machine Learning Approaches

Statistical machine learning algorithms indeed enhanced sensitive data detection by ana-
lyzing the generated sequence from labeled datasets. It is more flexible than the rule-based
approaches that use inflexible frameworks. It employs token frequencies, part-of-speech
tags, and context n-grams for sensitive data. Some of the most common examples of such
methodologies include Support Vector Machines and Random Forests. For example,Zhao
et al. (2021) proposed a statistical feature-oriented methodology in the machine learning
discovery of mobile network traffic to identify personal information for possible leaks of
private information. Along these lines, Zhang and Qiu (2024) compared the perform-
ance of feature-based versus context-aware methods to predict the generalization level of
PII. The results show that this is a problem for which a machine learning model works
quite well when the input is structured. On this point, Dias et al. (2020) used Random
Forests to boost NER in the context of detecting sensitive data in Portuguese texts,
outperforming other state-of-the-art approaches.

While feature engineering requires huge amounts of manual effort and domain expert-
ise, it forms the bedrock of statistical models. They can scarcely scale down, by design,
to very large and complex datasets due to their over-reliance on hand-crafted features.
Besides, contextual challenges in unstructured text mostly result in some general failures
of these models at places where terms get misclassified due to inappropriate contextual
awareness.

Those outlined here notwithstanding, statistical machine learning methods have given
way to probabilistic and data-driven methods such that variants of the former provide a
precursor for further techniques. They have, therefore, overcome a good deal of disad-
vantages present in previous models by easily allowing for deep learning methods that
can represent contexts and hierarchies directly from raw input.

2.3 Work Done on PII Detection Using Deep Learning

Neerbek (2020) - has proposed a novel architecture for automatic sensitive material ex-
traction from social network posts. Deep Transfer Learning for PII Extraction-approach
further after, DTL-PIIE, can solve some challenges like limited labeled data and diversity
of sensitive data representation in social media. It leverages insights regarding publicly
available sensitive data in social media interactions, and integrates syntactic patterns
with Graph Convolutional Networks, thereby reducing dependence on pre-trained word
embeddings. Compared to state-of-the-art information extraction models, DTL-PIIE
outperforms state-of-the-art deep learning-based algorithms for the task of sensitive data
extraction.

In medical domains, Chong (2022) proposed an end-to-end de-identification framework
that could automatically remove private information from Australian hospital discharge
summaries. For the modeling, there was a need for the annotation of 600 discharge
summaries with five pre-defined sensitive data categories and further training of six NER
deep learning foundational models on equal and imbalanced datasets. Ensemble models
derived from those foundation models have been studied by token-level majority voting
and stacking approaches. Finally, the ensemble model created using the stacking SVM
technique based on the three best base models in terms of F1 score recorded an F1 score of
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99.16% on the test dataset, which showed particularly good performance in de-identifying
the classified information in the clinical narrative.

Muralitharan and Arumugam (2024) proposed a novel Natural Language Processing
(NLP) framework termed Privacy BERT-LSTM, which integrates Bidirectional Encoder
Representations from Transformers (commonly referred to as BERT), Long Short-Term
Memory (LSTM) networks, and attention mechanisms. It finds context relations and
semantic subtleties, thus identifying sensitive information in textual sources rather ef-
fectively. These experimental results have underlined that the performance of Privacy
BERT-LSTM outperforms several state-of-the-art methods at identifying and classify-
ing sensitive data, hence its potential contribution to various data privacy enhancement
applications.

Truong et al. (2020) present several deep neural network architectures for high-
throughput approaches to sensitive information detection in financial institutions. The
work reviewed two frameworks: Convolutional Neural Networks, abbreviated as CNNs,
and Long Short-Term Memory, abbreviated as LSTM networks, for several different tasks
such as entity recognition across different data types and column-wise entity estimation
within tabular datasets. CNN showed a good trade-off between precision and speed and
was thus suitable for deployment to production.

Zhang and Jiang (2023) investigated the application of high-throughput ML mod-
els to detect sensitive information in structured EHR data. The proposed method of
constructing over 30 features from metadata and applying machine learning classifiers
achieved 99% accuracy in identifying sensitive variables across heterogeneous datasets,
thus enhancing the de-identification in healthcare data exchange.

This would raise the bar higher in the field of sensitive data identification by following
the deep learning methodology that has faced challenges of unstructured text and diverse
sources. These would help develop more effective and efficient ways of protecting private
information in various domains.

2.4 Transformer based Approaches

Recent trends in the transformer-based models have brought in new frontiers in sensit-
ive data, especially PII, detection in unstructured text. While the performance gain is
undoubted, these models record the contextual links using self-attention techniques that
help in identifying and classifying sensitive data.

Timmer et al. (2022) investigated the use of pre-trained transformers like BERT for
complex sensitive sentence detection. Indeed, their best performing model was the one
using BERT finetuned on the sensitive data corpus, outperforming traditional models,
especially in the case of paraphrased and contextually complicated sensitive content.

Similarly, the StarPII model BigCode (2022), which was finely-tuned using an an-
notated PII dataset, uses a linear layer atop an encoder model to categorise tokens into
variables such as IP addresses, passwords, names, keys and usernames, emails. This
method has demonstrated greater performance in finding private information within code
datasets.

Moreover, Schmid (2022) examines the incorporation of Hugging Face Transformers.
with Presidio and Amazon Sage Maker has enabled advanced sensitive data recognition
along with anonymization. This option allows one to train specific Entity Recognition
Users deploying transformer models in detecting, for example, all other capabilities of
enhancement: Data privacy and security.
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These studies have shown that transformer-based models are effective for sensitive
data detection; further, they are capable of handling the complexity brought in by un-
structured text and are flexible toward different types and domains of data.

Table 1: Tabular summaries of literature reviews on sensitive data detection

Paper Description Drawbacks
Kulkarni and K (2021) Rule-based methods for structured data like finance and healthcare. Limited with unstructured text and evolving data formats.
Sweeney (2013) Contextual ambiguity in rule-based systems like ”Amazon” use cases. High false positives and negatives.
Garfinkel (2015) Effective for structured datasets with predictable patterns. Ineffective for dynamic or diverse datasets.
Carlini et al. (2021) Analyzed scalability and maintainability of rule-based methods. Resource-intensive and brittle for evolving datasets.
Zhao et al. (2021) SVMs applied to detect personal information in mobile data. Requires handcrafted features and lacks contextual understanding.
Zhang and Qiu (2024) Feature-based and context-aware approaches for structured data. Struggles with scalability and needs domain-specific engineering.
Dias et al. (2020) Random Forests applied for NER in Portuguese texts. Limited with unstructured and diverse data constructs.
Neerbek (2020) DTL-PIIE leverages Graph Convolutional Networks for social media. Requires labeled datasets and limited generalization.
Chong (2022) Ensemble deep learning models for medical data de-identification. Computationally intensive and domain-specific.
Muralitharan and Arumugam (2024) Privacy BERT-LSTM combines BERT, LSTM, and attention mechanisms. Requires high computational resources and large datasets.
Truong et al. (2020) CNNs and LSTMs for sensitive data detection in finance. Limited explainability and costly for large-scale applications.
Zhang and Jiang (2023) Features engineered for EHR data achieving high accuracy. Scalability and generalization are limited by manual engineering.
Timmer et al. (2022) Fine-tuned BERT for nuanced unstructured sensitive data detection. Computationally expensive and fine-tuning intensive.
BigCode (2022) StarPII detects sensitive tokens like emails and IPs in code datasets. Requires domain-specific fine-tuning for accuracy.
Schmid (2022) Hugging Face Transformers with Presidio for sensitive data anonymization. Integration challenges and resource-heavy for scalability.

3 Methodology

This research focuses on developing and evaluating multiple transformer-based models for
detecting Personally Identifiable Information (PII) in textual data. The Cross-Industry
Standard Process for Data Mining (CRISP-DM) methodology was chosen for its struc-
tured approach and wide industry acceptance. Its systematic phases—business under-
standing, data understanding, modeling, evaluation, and deployment—align well with the
complex nature of transformer model development, ensuring reproducibility and trans-
parency throughout the process.

3.1 Business Understanding

In an era of increasing data privacy concerns, the detection of Personally Identifiable
Information (PII) is critical for organizations handling sensitive data. PII detection
ensures compliance with regulations such as GDPR while safeguarding user privacy. This
research focuses on leveraging transformer models for token-level PII detection across
seven categories: student names, email addresses, usernames, identification numbers,
phone numbers, personal URLs, and street addresses. By employing models such as
DistilBERT, RoBERTa, Longformer, and DeBERTa, this research aims to streamline
the detection process, ensuring high accuracy and scalability. The developed models are
evaluated for their effectiveness and efficiency in identifying PII from textual data, paving
the way for practical applications in industries like healthcare, finance, and education.

3.2 Data Understanding

3.2.1 Learning Agency Lab - PII Data Detection’

The current study relies on a dataset available on Kaggle 1 which comprising close to
22,000 essays created by students engaging in a massively open online course. Each essay
was generated based on a unique assignment prompt created to foster the use of course

1https://www.kaggle.com/competitions/pii-detection-removal-from-educational-data/

data
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content in attempting to solve real-world problems. The data are annotated for seven
categories of PII: NAME STUDENT, EMAIL, USERNAME, identifiers like ID NUM,
PHONE NUM), URL PERSONAL, and STREET ADDRESS. These are annotated in
BIO format, where ”B-” indicates the beginning of the PII entity, ”I-” indicates a token
that is in the middle of the same entity, and ”O” indicates tokens belonging to none of the
above-mentioned categories of PII. Detailed distribution of label is in figure 1 excluding
’O’ which is ’4989794’ count in dataset. This dataset has been provided in the JSON
format, with every instance showcasing the document id, full text of an essay, list of
tokens generated using the SpaCy English tokenizer, information on trailing whitespaces,
and token-level BIO labels. Such a structure of the dataset-with its mix of contextual text
information and detailed annotation-provides a very good basis to fine-tune transformer-
based models for the task of PII detection in unstructured text.

Figure 1: Distribution of Dataset Excluding ’O’ Label

3.3 Modeling

This whole research work lies in the modeling phase, which deals with the re-fitting
and evaluation of various transformer-based deep learning architectures that can be used
in the identification of PII. Considering efficiency in handling NLP tasks, DistilBERT,
Longformer, RoBERTa, and DeBERTa were some of the models taken for study. The
preprocessed data are split into training and testing in an 80:20 ratio to ensure better
learning and evaluation.

Tokens of the input sequences are created using model-specific tokenizers; for instance,
using ’DebertaTokenizer’ for DeBERTa, which transforms text into input ids and atten-
tion masks. BIO-labeled token annotations have been aligned with tokenized inputs for
correct prediction of PII categories from the models. Sequences are either padded or
truncated to some fixed length for the purpose of batch processing.

Each of the model variations would be first fine-tuned from the pre-trained weights
available at Hugging Face Transformers. Added onto the transformer backbone, the clas-
sification head consists of a dense layer with the softmax activation function to predict
the probability distribution across the seven PII categories. To prevent overfitting, reg-
ularization techniques such as dropout have been used, while training on the AdamW
optimizer is utilized along with a weighted cross-entropy loss function since class balance
is a serious issue.

Batch size, learning rate, and the number of epochs are tuned for the best exploration
of model performance. Early stopping along with learning rate scheduling has been em-
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ployed to ensure good convergence without leading the model to overfitting and tracking
the progress on training and validation loss, precision, recall, and F1-score per epoch
while training.

These will then be visualized using tools like matplotlib, which can provide loss curves
and confusion matrices among others. In order to analyze them in detail, a side-by-
side look into these metrics of the five models yields the best architecture to employ in
detecting PII. In this stage, the selected model balances everything relevant: reasonable
accuracy, computational efficiency, and the generalization capability across a wide range
of PII categories, which inform further optimization and real-world application.

3.4 Evaluation

The evaluation phase involved testing of each model on the test dataset to assess its
performance. Precision, recall, and F1-score for all the PII types were calculated to
perform an overall comparison of the results.

Precision: This is the ratio of correctly identified PII entities to all those entities
predicted as PII by the model. High precision will ensure that in this project the models
do not over-predict PII and hence reduce false positives. For example, precision will be
important in accurately identifying those entities such as email addresses (B-EMAIL) and
phone numbers (B-PHONE NUM) where false positives result in unnecessary redactions.

Precision =
True Positives (TP)

True Positives (TP) + False Positives (FP)

Recall: In reality, this is the ratio of the number of entities correctly identified to
the total number of entities present within the data. Recall has to be high so that
sensitive data would not be missed out, particularly in classes like B-NAME STUDENT
and B-ID NUM.

Recall =
True Positives (TP)

True Positives (TP) + False Negatives (FN)

F1 Score: The F1-score will describe the harmonic mean of precision and recall, hence
a well-balanced measure with respect to the performance evaluation of a model when a
trade-off occurs between precision and recall. Quite useful in the case of unbalanced
datasets, it underlines from this perspective the strength of the model in detecting both
frequent and rare PII categories.

F1-Score = 2 · Precision · Recall
Precision + Recall

Training and Validation Loss: These metrics are useful in tracking the model’s learn-
ing curve over the course of training. Consistently decreasing training losses indicate
good learning of the model while the validation losses help to highlight overfitting or
underfitting. Thus, studying their fluctuations with epochs goes a long way in providing
insight into generalization ability.

It adds these into visualizations such as confusion matrices and loss curves, processing
the evaluation into one of nuances within the models’ ability to detect the many categories
of PII.
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3.5 Deployment

The testing and deployment of this project emphasize the use of trained models directly
within the environment of Jupyter Notebook-which is hosted on Google Colab. This
notebook provides easy-to-use interface to load, fine-tune, and run the models on new
data. Instead of exporting the models as files independently, deployment depends upon
the integrity of the environment of the notebook includes model weights, configuration,
and preprocessing. Steps are embedded. The Colab software is scalable and powered
by GPU, hence the better performance for large-scale text datasets analysis. To ensure
reproducibility, the notebook includes pre-processing of all raw data, while models are
created, trained, and evaluated. Inference allows users to easily realign the notebook with
any new datasets or even particular tasks. This methodology is consistent with scholarly
research conventions and serves as a validation proof of concept for practical applications,
whereby the future work can focus on automation processes or embedding the models
into operational frameworks.

4 Design Specification

This work explores the advanced transformer-based frameworks to identify personally
Identifying PII information within text. Using the Hugging Face Transformers library
and executed on Google Colab with T4 GPU support, the design focuses on ease of
scaling, efficiency, and full-feature review. It uses the pre-trained models: such as Dis-
tilBERT, Longformer, RoBERTa, and DeBERTa. which is Fine-tuned on sensitive data
identification task.

4.1 Framework and Architecture

This task uses Python, together with the powerful frame- from the Hugging Face Trans-
formers library. work on the development and pruning of transformer models. Google
Colab provides computational framework, which grants acceleration for T4 GPU to in-
crease efficient training. and evaluation. Each model integrates a pre-trained transformer
encoder with a specially customized classification head so to identify PII categories. This
modular architecture ensures that the diversification of its data and scalability on vari-
ous applications. More focus is put on token classification provides fine-grained text data
analysis, which is an important pre-condition regarding PII detection tasks.

4.2 Model Architectures

The selected transformer models were fine-tuned to predict token-level labels for the seven
PII categories, each contributing unique strengths to the task. Vaswani et al. (2023)
observes that DistilBERT, a distilled version of BERT employs a lightweight 6-layer
transformer encoder that reduces parameters while retaining 97% of BERT’s performance.
Sanh et al. (2020) states that Its small size makes it analytically efficient, suited for large-
scale activities and contexts with limited resources.

Longformer, which is specifically developed for processing long documents, includes a
sliding window attention technique that greatly reduces computational cost from O(n2)
to O(n). Beltagy et al. (2020) observes that this architecture permits processing of long
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essays without truncation, retaining key context information necessary for proper PII
detection.

Accoding to Liu et al. (2019), RoBERTa introduces optimizations to BERT through
improvements in pre-training by using larger training batches and longer sequences. Its
12-layer transformer architecture, combined with dropout and weight decay regularization
produces strong generalization and high prediction accuracy on unseen data.

Lastly, He et al. (2021) introduced DeBERTa V3 base model which is a designed to
enhance the contextual understanding of text. It consists of 12 layers with an embedding
dimensionality of 768, hence light and very powerful in architecture for the natural lan-
guage processing tasks. It contains 86 million backbone parameters with a vocabulary
of 128,000 tokens, thereby adding another 98 million parameters to its embedding layer,
the model provides a resilient and scalable framework enhanced by Dropout layers, rate
0.3, gives much better contextual embeddings, which is particularly useful for challenging
token classification tasks.

Model Number of Layers Hidden Size Embedding Size Attention Mechanism
DistilBERT 6 768 30,522 tokens Self-Attention
Longformer 12 768 50,265 tokens Sliding Window Self-Attention
RoBERTa 12 768 50,265 tokens Self-Attention
DeBERTa 12 768 128K tokens (98M params) Disentangled Self-Attention

Table 2: Comparison of Used Model Architecture

Each model was selected for its specific strengths, ensuring a diverse approach to
tackling the challenges of sensitive data detection, such as class imbalance, long sequence
handling, and efficient processing. Table 2 is showing comparison of model architecture
with layers. All models follows encoder-only architecture.

4.3 Algorithmic Workflow

The algorithmic methodology combines preprocessing, model fine-tuning, and evaluation
in unified pipeline. The input data tokenised using the model-specific tokeniser to ensure
alignment with the BIO-encoded labels. Pre-trained weights initialise the models, which
are subsequently fine-tuned with convergence-optimized hyperparameters. Training uses
the Adam optimiser with a learning rate of 1×10−5, gradient clipping, early stopping, and
learning rate scheduling. Some other techniques for regularization included methods like
dropout to prevent overfitting, while a weighted cross-entropy loss function was used for
class balancing. Early stopping along with learning rate scheduling has been employed to
ensure the results converged effectively. Precision, recall, F1-score, and accuracy metrics
were used to validate the results of each model regarding particular categories of PII. The
results are organized in a confusion matrix format and classification report, which allows
clear comparisons across models

4.4 Design Constraints

The project is subject to specific constraints, which originate mostly from the compu-
tational infrastructure and dataset structure. The use of Google Colab with a single
T4 GPU restricts batch sizes and sequence widths necessitating careful optimization of
training setups. The collection, which contains surrogate identities and BIO-format la-
bels, necessitates careful treatment of token boundaries and whitespace metadata. Class
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imbalance is a further difficulty, with uncommon PII categories resolved using weight loss
functions and data augmentation. Despite these limits, the modular design and reprodu-
cibility of the Jupyter Notebook framework enable seamless replication and adaption of
the methodology.

This design specification describes the technical framework, model architectures, and
methodology used in this project, as well as a thorough roadmap for creating and testing
sophisticated transformer-based models for PII detection. The combination of diverse
architectures and rigorous evaluation measures provides a thorough examination of their
application and efficacy.

5 Implementation

Figure 2: Proposed Design flow of Sensitive Data Detection

5.1 Input Dataset

For our thesis we have used the ”Learning Agency Lab - PII Data Detection” dataset
from Kaggle 2 was utilized. More details are previously mentione in section 3.2

5.2 Preprocessing of Dataset

Most of the preprocessing needed here was aimed at preparing this dataset for its intended
use: the segmentation of tokens. Each model first began processing by tokenizing it so
that the tokens could match the BIO-encoded labels. Each tokenized sequence was either
padded or truncated to the transformer model input specifications, meaning a maximum
length of 512. To handle the class imbalance problem, weight loss functions were imple-
mented so that the models would learn from all the PII categories quite well, even when
their frequency was quite low. Downsampling was performed for the majority classes
constituted by the non-PII token classes while they were upscaled through oversampling.
The result is a balanced class distribution from which the models can learn with the few
instances of various PII categories occurrences. Besides, the surrogate identities in the

2https://www.kaggle.com/competitions/pii-detection-removal-from-educational-data/

data
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dataset, datasets were normalized on grounds of avoiding discrepancies in the data. This
pre-processing method ensures that the dataset is clean, structured, and ready for model
fine-tuning.

5.3 Model Implementation

As the dataset is now prepared for fine-tuning, with optimized hyperparameters, after
the preprocessing step. Four models were used: DistilBERT, Longformer, RoBERTa,
and DeBERTa. to compare the performance across the different PII categories. Each
of these models was selected based on the ability to handle natural language tasks like
token classification. Each of these transformer architectures has been fine-tuned using the
Hugging Trainer API. The models were trained using the Adam optimization algorithm
and a manually defined learning rate of 1 × 10−5. Early stopping and gradient clipping
were then applied to maintain stability in training to prevent over-fiting. Mixed precision
training was used to increase memory efficiency.

DistilBERT, being lightweight, was trained on a learning rate of 1× 10−5, batch size
of 2 with gradient accumulation of 4 steps, and early stopping was enabled to avoid over-
fitting. RoBERTa followed a similar learning rate but with a larger batch size of 8 and
weight decay at 0.2 to be robust against overfiting and fit most general PII categories.
DeBERTaa, powered by its disentangled attention mechanism, tried to achieve high pre-
cision and recall even in classes as rare as B-ID NUM and B-EMAIL. It used a learning
rate of 1× 10−5, strongly regularized with methods such as weight decay of 0.01. Long-
former, while tailored for longer text, also kept the context well with its sliding window
attention mechanism and similar hyperparameters to DeBERTa.

All the models had tokenization preprocessors with padding and truncation of the
sequences to a maximum of 512 tokens. Weighted cross-entropy loss for class imbalance
makes sure some efficiency is developed through early stopping together with checkpoint
saving. With this setting, each of the models will be able to use their architecture to
do well in those particular aspects of the PII detection task. Refer github 3 for full
code implementation for model training. Finetunned models can be accessed from google
drive. 4

Each model then had to be tested against a small portion of key precision, recall,
F1-score, and confusion metrics are some important measurements. These estimations
provides insight about the strengths and weaknesses of the models. This becomes the
basis for an in-depth analysis.

6 Evaluation

This section presents a detailed review of the experimental data achieved during the in-
stallation of the five transformer-based models— Longformer, RoBERTa, DeBERTa, and
DistilBERT for the identification of Personally Identifiable Information. The findings
are critically examined to determine their relevance to the study aims and implications
from an academic and practical standpoint. The evaluation employs statistical met-
rics such as precision, recall, f1-score, and accuracy to determine the effectiveness of

3https://github.com/animesh-rai/x23194545_Sensitive_data_detection/tree/main
4https://drive.google.com/drive/folders/1OhDmoqP-g6Xn2DqGkGqSx2zTErDQa0Og?usp=

sharing
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each model. Graphical representations like classification reports, confusion matrices, and
training-validation loss plots are utilized for clarity and to provide deeper insights into
the models’ performance.

6.1 Experimentation with DistilBERT

The first model tested for the detection of PII was DistilBERT because it is a light-weight
architecture: Architecture and computational efficiency: The model achieved a result of
training loss of 0.0120 and a validation loss of 0.0136 after five epochs. The classification
report gives the moderate values of precision and recall for B-NAME STUDENT and I-
NAME STUDENT. In this correspondence, the classes have the f1-scores of 0.24 and 0.26
respectively. Although most of the classes, like B-EMAIL and B-USERNAME, had poor
detection rates. The confusion matrix in figure 3 highlights the model’s skill to predict
the dominant class (O) correctly, , while doing poor on the minority PII classes. This
indicates that DistilBERT fits general tasks and sometimes requires more fine-tuning or
additional data. Augmentations for special applications include PII detection.

Figure 3: Confusion Matrix Figure 4: Training and Validation Loss

Figure 4: shows training and validation losses are monotonously decreasing, which
means indicates the effective convergence, a small difference between training and val-
idation loss This, therefore, requires further works on model generalization. Despite
these struggles, Distil-BERT showed great potential for lightweight and resource-efficient
applications.

6.2 Experimentation with Longformer

Longformer excelled in processing long essays due to its sliding window attention mechan-
ism that was effective at preserving context over long sequences. After five epochs, losses
on the training and validation were 0.0065 and 0.0127, respectively. Classification re- port
showed significant improvement in detecting I-NAME STUDENT (F1-score: 0.75) and
B-NAME STUDENT (F1-score: 0.89). However, categories like B-PHONE NUM and
B-EMAIL still underperformed. The confusion matrix in figure 5 highlights the model’s
ability to correctly classify dominant and moderately represented PII categories while
struggling with underrepresented ones.

Training and validation loss graphs in figure 6 shows effectiveness for model con-
vergence. Longformer’s capability to process lengthy texts without truncation makes it

14



Figure 5: Confusion Matrix Figure 6: Training and Validation Loss

particularly valuable for datasets like the PII essays, where preserving the full context is
crucial.

6.3 Experimentation with RoBERTa

RoBERTa’s optimized training approach and robust architecture resulted in competitive
performance metrics across all PII categories. The model achieved a training loss of 0.0084
and a validation loss of 0.0106 after five epochs. The classification report showed balanced
performance for B-NAME STUDENT (F1-score: 0.94) and I-NAME STUDENT (F1-
score: 0.96), while still facing challenges with categories like B-PHONE NUM and B-
EMAIL. The confusion matrix in figure 7 illustrated improved classification consistency
compared to DistilBERT.

Figure 7: Confusion Matrix Figure 8: Training and Validation Loss

The training and validation loss plots in figure 8 revealed smooth convergence, indic-
ating effective learning without overfitting. RoBERTa’s ability to balance accuracy and
computational efficiency makes it an ideal candidate for PII detection tasks.
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6.4 Experimentation with DeBERTa

In the current study, DeBERTa yielded the best performance, disentangling its the mech-
anism of attention, and relative position embeddings. The training loss was 0.0008. It
achieved the highest precision with DeBERTa at a validation loss of 0.0013 after five
epochs. Precision, recall and F1-scores for different PII categories. Example F1-scores
of for B-NAME STUDENT and I-NAME STUDENT were 0.91 and 0.96, respectively.
Even Under-represented categories like B-ID NUM had an F1-score of 0.91. The confusion
matrix in figure 9 showed slight misclassifications, emphasizing DeBERTa’s exceptional
capability to handle diverse PII types.

Figure 9: Confusion Matrix Figure 10: Training and Validation Loss

The training and validation loss curves in figure 10 confirmed rapid and stable con-
vergence, indicating the model’s efficiency in learning complex relationships in textual
data. DeBERTa’s performance establishes it as the most suitable model for sensitive
data detection tasks requiring high accuracy and contextual understanding.

The experiments showed strengths and weaknesses of different magnitudes among the
five models. Among those, distilBERT resulted computationally efficiently while failing
at minority classes. Longformer handled long sequences, whereas RoBERTa offered a fair
trade-off between effectiveness and efficiency. DeBERTa outperformed all other models on
state-of-the-art performance and robustness in detection of PIIs. These results stress that
the choice of models in accordance with some task specifications with dataset attributes.
Graphs, tables, and confusion matrices of different experiments make things clear and
the results indeed need to be statistically valid. Further refinement may also involve data
augmentation. This will further improve performance, at least on the underrepresented
PII categories.

6.5 Discussion

The evaluation helps in studying both the strengths and weaknesses of transformer-based
algorithms; hence, applicability in the detection of PII. The best performing systems in-
clude DeBERTa and Longformer. The former does excellently on both the frequent and
unusual categories because of its novelty in architecture. Longformer outperformed. It
did well while processing long paragraphs, keeping the context where it was most needed.
RoBERTa provided a balanced selection between computational resources and perform-
ance efficiency. the economy, Notwithstanding Although more analytically efficient and
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lightweight, DistilBERT fails at under-represented categories, which reduces its utility
for more specialized tasks such as PII identifications.

The problem was mainly class imbalance inside the dataset and some of the PII
categories like B-EMAIL or B-ID NUM were very rare. So we tried to balance it-capping
the dominant categories and supplementing the rare ones-but with minor results. This is
consistent with the observations of Neerbek (2020), and Chong (2022), where the general
challenge was detecting PII that appeared sporadically within textual data. If PII rarely
occurred in this dataset, one can only expect that no matter how advanced the models
were, they sometimes would fail to generalize well for these rare classes.

These data confirm that, while transformer-based models are effective in identifying
popular PII categories, addressing unusual ones remains a substantial difficulty. Tech-
niques such as synthetic data creation or domain-specific augmentation may provide a
road ahead for improving model performance. Furthermore, combining the capabilities
of different models using ensemble approaches may produce better results, particularly
when balancing performance throughout all categories.

The present results are in agreement with the previous studies, taking into consider-
ation that research by Timmer et al. (2022) from the year 2022 was done regarding the
use of transformers for sensitive data handling. However, it reflects limitations due to
unbalanced datasets and it points out that there is a need to make more adjustments
in preparing the samples and the development process. Future research should focus
on domain-specific pre-training to improve models’ contextual understanding and light-
weight transformer adaptations to ensure practical deployment in resource-constrained
environments. While these models demonstrated significant promise, the findings reveal
opportunities for further optimization to fully address the complexities of PII detection
tasks.

7 Conclusion and Future Work

This paper focused on the recognition of PII in unstructured text using transformer-
based models. A comparison was made between four state-of-the-art models, namely
Longformr, DeBERTa, RoBERTa, and DistilBERT, using various strategies that included
hyperparameter tuning and regularization to achieve better performance. The idea was
to find out which model was better and explore the challenges of detecting PII under
different scenarios, also investigating the practical implications of using those models in
realistic settings by performing extensive testing of these models.

Results have shown that transformer-based algorithms go exceptionally well in detect-
ing PII. The best performance was that of DeBERTa, which was outstanding for both
common and unusual PII categories. With a superior detached attention mechanism
and relative place embeddings, DeBERTa had the capability of learning deep relations
within text and hence was the best for sensitive data detection. Longformer had partic-
ularly impressive performance on very long documents, sustaining contextual integrity
over longer sequences. RoBERTa had a good balance between performance and computa-
tional efficiency while DistilBERT was computationally very light but couldn’t handle the
underrepresented PII types very well. Even though the dataset balancing techniques were
used with capping dominant categories and augmenting rare ones, the inherent sparsity
within some of the PII categories, like email addresses and ID numbers, ensured that the
models do not generalize well.
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The principle goals were achieved by this research, which detailed findings about the
results, benefits, and limitations of the investigated models. Besides this, some of the key
identified challenges were those connected with class imbalance and computing needs,
whose solution can be earnestly sought before deploying them in security systems. This
serves to reinforce the general field of sensitive data identification by providing concrete
recommendations for scholarly researchers and industrial practitioners alike.

7.1 Limitations

The data imbalancing in the dataset was one of the most important obstacles. Even
though the balancing strategies were applied, the scarcity of different types of PII pre-
vented the models from generalizing well. This observation agrees with previous related
works such as Neerbek (2020) and Chong (2022), which reported similar challenges when
detecting less frequent sensitive information. A further concern was that one was depend-
ent on a single dataset, which by implication reduced generalizability of the conclusions
across different domains. The other practical limitation is that fine-tuning such large
models as DeBERTa is very computationally costly; hence, it is not that practical in
resource-constrained settings.

7.2 Future Work

Future studies should therefore focus on overcoming these identified limitations. Im-
proving uncommon PII categories may call for an update in the dataset composition
toward including more diverse and balanced samples, probably generated synthetically.
Ensemble methods could yield the best outcome as they combine the powers of several
models and effectively reduce their respective deficiencies. This could be furthered by
developing lightweight transformer models which would become specialized, say in health
or finance, that could then be easily deployed in scenarios where computational resources
are at a premium.

These cross-lingual transformer algorithms can also be used to extend the detection
of PII to several language datasets. Embedding these models into secure technologies will
therefore let organizations automate their processes in compliance with data protection
laws such as GDPR and CCPA. Such devices, powered by the most effective models,
offer flexible, reliable options to anonymize sensitive data. These findings are opening
business opportunities for enterprise-ready systems which will do the identification of
PII automatically. The technologies can be applied to different industries, offering the
necessary instrumentation for organizations interested in acquiring better protection for
sensitive information based on legal and ethical considerations. Further research in this
direction has also got to take along the path of bridging the gap between academia and
enterprises in better model development and exploring further scenarios.

This work establishes the effectiveness of transformer-based models in the detection
of PII in this respect. However, it also brought the areas that needed improvement.
Overcoming those limitations by following the suggested future direction improves the
accuracy, growth, and applicability of these models to a much greater degree, thereby
contributing to the evolution of privacy-preserving technologies.
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