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1 Introduction 

This paper’s goal is to describe the coding procedure for the project. The hardware and 
software setups required to replicate the research in the future are described. This section 

describes the steps required to execute the script, as well as the programming and 

implementation procedures required for effective executable code. 

 

2 Setup and Configuration 

2.1 Hardware Configurations 

The models used for this research project are processed on Windows 11 computer with a 

2.40GHz 13th generation Intel Core i7 processor and 16GB RAM. 

 

2.2 Software Configurations 

1. Python 3.12.7 programming language is used for the development of color models. 

2. The code is run using Spyder created with Anaconda Navigator (anaconda3). The 

installation guide can be found on their official website1. 

 

3 Data Selection 

Datasets have been selected and downloaded from three different data sources mentioned 

below: 

1. F E R -201 3 :  -  h t tps : / /w w w . kagg le . co m /da tase t s /m sam b are / f e r2 013  

2. RAVDESS Emotional Speech Audio: - 
https://www.kaggle.com/datasets/uwrfkaggler/ravdess-emotional-speech-audio 

3. CREMA-D: - https://www.kaggle.com/datasets/ejlok1/cremad 

4. Toronto Emotional Speech Set (TESS): - https://www.kaggle.com/datasets/ejlok1/toronto-

emotional-speech-set-tess 

5. Survey Audio-Visual Expressed Emotion (SAVEE): - 

https://www.kaggle.com/datasets/ejlok1/surrey-audiovisual-expressed-emotion-savee 

6. Self-Recorded Videos 

1https://docs.anaconda.com/navigator/install 

https://www.kaggle.com/datasets/msambare/fer2013
https://www.kaggle.com/datasets/ejlok1/cremad
https://www.kaggle.com/datasets/ejlok1/toronto-emotional-speech-set-tess
https://www.kaggle.com/datasets/ejlok1/toronto-emotional-speech-set-tess
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4 Setting up the Project Structure 
 

Here first I created a project directory named “Emotion Detection Complete Project”. Inside the 

project folder there are 4 folders namely: - “Emotion Detection Through Audio Files”, “Emotion 

Detection Through Images”, “Emotion Detection Through Live Camera Feed” and “Emotion 

Detection Through Recorded Video”. Along with these folders there exists one Requirements.txt. 

This file contains all the necessary libraries that are needed in order to run the project properly. 

4.1 Install Required Libraries: 

Use the code for installing all the libraries: -  
 

 

Figure 1: - Installing the required libraries 

4.2 Emotion Detection Through Images 

 
It is recommended that the “Emotion_Detection_Through_Images” Jupyter source file must be 

run on Google Colab to receive the results in least time. This is being said because you won’t need 

any dataset in hand for running this file. The code written on the file will download the dataset 

automatically from Kaggle. In this case, FER2013 is being used as the dataset here. After this just 

run every cell of the file on Google Colab with T4 GPU as on. You will start getting the results 

there after.  

 

 
 

Figure 2: - Installing the required dataset 

4.3 Emotion Detection Through Live Camera Feed  

 
When you click at this folder, you will see a .py file with name 

“Emotion_Detection_Through_Live_Camera”. Along with that there may exist another 

important file in the same folder as “haarcascade_frontalface_default.xml”. This file will be used 

when you will run the “Emotion Detection Through Live Camera” file.  

 

Enter the correct file path for haarcascade_frontalface_default.xml file while using the main file. 

This file must be operated on Spyder Application. It is available at Anaconda Navigator.  
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Figure 3: - Enter the correct file path for haarcascade_frontalface_default.xml before running the code 

4.4 Emotion Detection Through Recorded Video 

 
When you click at this folder, you will see a .py file with name 

“Emotion_Detection_Through_Recorded_Video”. Along with that there may exist same 

important file in the same folder as “haarcascade_frontalface_default.xml”. This file will be used 

when you will run the “Emotion Detection Through Live Camera” file. Along with all this, there 

may exist one sample video named: - “Sample Video For Testing”.  

 

You can test the code on this video. You can open the video as well to double confirm whether the 

model is predicting the right emotion or not. This file must be operated on Spyder Application. It is 

available at Anaconda Navigator. Do remember that you may need to update the video file path on 

the code as it is on your computer. This may ensure that the code runs properly. 

 

 
 

Figure 3: - Enter the correct file path before running the code 

4.5 Emotion Detection Through Audio File 
 

When you click at this folder, you will see a .py file with name “Audio_Detection_Emotion_File 

_From_Scratch”. Along with that there may many other files that you may get as the output when 

you will run this entire file. This includes files like: - best_model1_weights.keras, CNN_model and 

CNN_model_weights.weights which you will get after training the model and extracting the best 

weights out of them.   

 

Apart from this in the dataset folder you will find 4 dataset subfolders namely: - ALL, CREMA-D, 

RAVDESS Emotional Speech Audio and TESS Toronto emotional speech set data. Now for 

smooth training purposes, we have combined the data paths of all 4 datasets in response to 

RAVDESS Emotional Speech Audio so that there may be no issue in feature count during feature 

extraction since after data paths are combined all audio files can be extracted with same amount of 

features as RAVDESS Emotional Speech Audio files. 
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Figure 4: - data_path file having the combined paths of all 4 dataset files 

 

While you will run the code you may get an output file named: - emotions.csv which will be having 

all the emotions extracted out of all the audio files available in the dataset. The output emotions.csv 

file will be generated in the main working directory. 

 

 
 

Figure 5: - emotions file having the features extracted out of all the audio files 

 

After that you may also receive some pickle files as the output namely: - encoder2.pickle and 

scaler2.pickle which can be used for saving the models and calling them so that next time you can 

use the already trained models for prediction and thus you will not require to run the entire code and 

train the models again.  

 

For this there exists another .py file namely: - “Code with pre-trained model”. This file can be 

run when you do not want to run the entire code and train the models once again. Here give the 

correct local file paths where you have saved the CNN Model, best_model1_weights.keras, 

scaler2.pickle and encoder2.pickle files. After mentioning the correct file paths you will be able to 

run this file and may predict the emotion of any audio file.  
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Figure 6: - Mention the correct file paths while using the “Code with Pre-trained Model” file 
 

While testing just use the files from RAVDESS Dataset folder. This is because the file path is 

combined with response to RAVDESS. If you may use any other folder for testing then it may 

through error while trying to extract the features from that audio file. This is because the expected 

and actual dimensions of features will be different.  

 

5 Google Drive Links to the Dataset 
 

Due to the memory constraints while submitting the final work, I am also attaching the google drive 

links of all the datasets used for image and audio emotion detection but that could not be added due 

to less memory available for submission. These include: -  

 

1. Dataset used for performing the emotion detection through images: - 
https://drive.google.com/drive/folders/1te0XnSZWfT_ZAWGGkKk-

NGGwlnoOQ27a?usp=sharing 

2. Datasets used for Audio Emotion Detection: -  https://drive.google.com/drive/folders/1xIiZu-

O3CxC8E2LKF8GEQwymMFsZJyXp?usp=sharing 

 

6 Files that may need link to open 

Due to the memory constraints while submitting the final work, I am also attaching the google drive 

links of all the trained models keras files that are quite large. These files are namely: - 

VGG16_Transfer_Learning.keras, ResNet50_Transfer_Learning.keras, 

Custom_CNN_augmented_model.keras and Custom_CNN_model.keras. Since they are taking 

lot of space so I cannot upload them directly on moodle link. That is why I am uploading them to my 

google drive account and may share the link so that these files can be accessed and downloaded by 

anyone who has the link. Additionally, I may be adding one more file “emotions.csv”. This file is 

also big, that is why I will be sharing the link for it too. This file comes as an output when the 

emotion detection through the audio file is run. If you want to access these files then kindly use the 

links I am attaching below: -  

https://drive.google.com/drive/folders/1YwCQV25h0uoP6yOYMdzLrZjmP7IsfPfs?usp=sharing 

https://drive.google.com/drive/folders/1te0XnSZWfT_ZAWGGkKk-NGGwlnoOQ27a?usp=sharing
https://drive.google.com/drive/folders/1te0XnSZWfT_ZAWGGkKk-NGGwlnoOQ27a?usp=sharing
https://drive.google.com/drive/folders/1xIiZu-O3CxC8E2LKF8GEQwymMFsZJyXp?usp=sharing
https://drive.google.com/drive/folders/1xIiZu-O3CxC8E2LKF8GEQwymMFsZJyXp?usp=sharing
https://drive.google.com/drive/folders/1YwCQV25h0uoP6yOYMdzLrZjmP7IsfPfs?usp=sharing
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