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1 Introduction 
 

This paper presents the explanation of the coding procedure for the red panda behaviours 

classification project. The prerequisites and environment setup are also described so that any 

researcher who is interested in wildlife conservation can replicate and enhance this research 

project. Subsequently, the detailed steps for obtaining the dataset, required libraries, source 

codes and scripts, as well as the implementation of the deep learning models are elucidated. 

 

2 Setup and Configuration 
 

2.1. Hardware Configurations 

The pre-processing for cropping images is processed on Windows 11 computer that has 

specifications of 3.00 GHz and Intel Core i7 processor with 16 GB RAM. Moreover, 

preinstalled Microsoft Visual Code version 1.95.3 is utilised. 

 

2.2. Software Configurations 

Python programming version 3.10.12 is utilised not only for preprocessing the images to be 

cropped and removing the unnecessary parts, such as trees, branches, and walls but also for 

building and training CNN models.  

 

2.3. Prerequisites of Cloud Environment for Training Models 

Google Colab Pro Version and Google Drive are used for training models and data storage to 

be streamlined without interference during training. Moreover, T4 GPUs with 15 GB of 

RAM are chosen in Google Colab for model training. 

 

2.4 Libraries Requirements 

Not only for checking similar indices while extracting the images from video footage and 

cropping the images but also for model training, the following libraries are required. 

• TensorFlow 2.17.1 

• Keras 3.5.0 

• opencv 4.10.0.84 

• numpy 

• matplotlib 

• sklearn 

• seaborn 
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3 Dataset Preparation 
 

3.1. Custom Data Collection 

As the red panda dataset is not available publicly, both the video footage and images are 

recorded in Dublin Zoo as well as collected from the photographers (for red pandas) and from 

Japan and Red Panda Network. 

 

3.2. Data Pre-processing 

Firstly, calculating the Structural Similarity Index (SSIM) of the images while they are being 

extracted from video footage so that the images are not duplicated in the dataset. The source 

code is as shown as in Figure 1. 

 

 
Figure 1: Calculating SSIM from Extracted Images of Video Footage 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3 
 

 

After the images are extracted, the unnecessary parts from each image are cropped in Figure 

2, as well as the images without red pandas are also removed. 

 

 
 

Figure 2: Cropping Unnecessary Parts from the Extracted Images 

 

 

3.3. Pre-processed Dataset 

The images are labelled into three classes (eating, resting and walking) and prepared as a 

dataset to utilize for model training. 

The following link is the pre-processed dataset stored on Google Drive. 

https://drive.google.com/drive/folders/1RxYg28QlODT0viptQt3tdkpaA3f6-0c_?usp=sharing 

 

 

4 Data Modelling 
 

There are three Convolutional Neural Network (CNN) models that are trained and compared 

their accuracy and efficiency. The first two pre-trained CNN models are EfficientNetB0 and 

ResNet50 that are being customised and trained with the red panda dataset using the transfer 

learning method. The third CNN model is self-trained from scratch and named as "CNN-

RedPanda." All models are trained using Google Colab on cloud environment. 

 

4.1. Pre-trained CNN Models (EfficientNetB0 and ResNet50) with transfer learning 

 

Although EfficientNetB0 and ResNet50 are trained individually, they have the same pre-

processing and data transformation steps as well as the same architecture style. The following 

https://drive.google.com/drive/folders/1RxYg28QlODT0viptQt3tdkpaA3f6-0c_?usp=sharing
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steps are the detailed process of training EfficientNetB0 and ResNet50 using the transfer 

learning method. 

In Figure 3, the necessary libraries are imported for EfficientNetB0 and ResNet50. 

 

 
Figure 3: Importing Library for Pre-trained Models 

 

After that, the dataset is split into two, training and validation with 80\% and 20\% in Figure 

4. 

 
Figure 4: Splitting Dataset Before Training Pre-trained Models 
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In Figure 5, data augmentation is applied before building and training the EfficientNetB0 and 

ResNet50 models with transfer learning. 

 
               Figure 5: Data Augmentation for training data 

 

 

In Figure 6 and 7, the model architectures of EfficientNetB0 and ResNet50 are shown. 

 

 
                 Figure 6: Model Architecture of EfficientNetB0 
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                     Figure 7: Model Architecture of ResNet50 

 

 

Subsequently, model training of EfficientNetB0 and ResNet50 are shown in Figure 8 and 9. 

 

 
                    Figure 8: Model Training of EfficientNetB0 
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                            Figure 9: Model Training of ResNet50 

 

 

4.2. Self-trained CNN Model (CNN-RedPanda) 

 

In this subsection, the steps of data splitting, augmentation, model architecture and model 

training of CNN-RedPanda will be explained step by step with figures. 

 

In Figure 10, the necessary libraries are imported for CNN-RedPanda. 

 

 
Figure 10: Importing Library for CNN-RedPanda 
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After that, the dataset is split into two, training and validation with 80\% and 20\% in Figure 

11. 

 
Figure 11: Splitting Dataset Before Training CNN-RedPanda 

 

Figure 12 show the data augmentation methods are applied before CNN-RedPanda is built 

and trained. 

 

 
                                             Figure 12: Data Augmentation for CNN-RedPanda Model 
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In Figure 13, the model architecture of CNN-RedPanda is shown. 

 

 
         Figure 13: Model Architecture of CNN-RedPanda 

 

Subsequently, model training of CNN-RedPanda is shown in Figure 14. 

 

 
             Figure 14: Model Training of CNN-RedPanda 
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5 Evaluation 
 

The results of EfficientNetB0, ResNet50 and CNN-RedPanda are discussed in evaluation 

section. The results are explained with plots such as accuracy and loss curves of training and 

validation, confusion matrix, and classification report. 

 

5.1. Evaluation for EfficientNetB0 

 

In Figure 15, the curves show the accuracy and loss of EfficientNetB0 model during training 

and validation. 

 
Figure 15: EfficientNetB0 Model Accuracy and Loss Curves 
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Figure 16 presents the confusion matrix and classification report of EfficientNetB0. 
 

 
Figure 16: Confusion Matrix and Classification Report of EfficientNetB0 Model 

 

5.2. Evaluation for ResNet50 

 

In Figure 17, the curves show the accuracy and loss of ResNet50 model during training and 

validation. 

 
Figure 17: Accuracy and Loss Curves for ResNet50 Model 
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Figure 18 shows the confusion matrix and classification report of ResNet50. 
 

 
Figure 18: Confusion Matrix and Classification Report of ResNet50 Model 

 

 

4.3. Evaluation for CNN-RedPanda 

 

In Figure 19, the curves show the accuracy and loss of CNN-RedPanda model during training 

and validation. 

 
Figure 19: CNN-RedPanda Model Accuracy and Loss Curves 
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Figure 20 shows the confusion matrix and classification report of CNN-RedPanda. 
 

 
Figure 20: Confusion Matrix and Classification Report of CNN-RedPanda Model 

 


