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Endangered Red Panda Behaviours Classification: A
Comparative Evaluation of Deep Learning Models

Wutyi Kyi Toe
x23194286

Abstract

The significant advancements of machine learning contribute to analysing the
complex patterns of data and providing insightful information to the various fields.
Therefore, this research is motivated to utilise machine learning techniques for the
classification of the red panda behaviours. The red panda was listed as an en-
dangered species in 2015 due to the decline of their population up to 50% over
the last 20 years. The conservation of red pandas is critical to maintaining the
ecosystem balance, and understanding the behaviours of red pandas is import-
ant to engage in their conservation in wildlife and zoos. This research proposes
state-of-the-art Convolutional Neural Network (CNN) models to contribute to the
classification of red panda behaviours (eating, resting, and walking) using images
and video footage. As the Red Panda dataset is not available publicly, the custom
Red Panda dataset is created specifically for this research work. A self-trained
CNN model is developed and named CNN-RedPanda; moreover, pre-trained CNN
models – EfficientNetB0 and ResNet50 are implemented using the transfer learning
technique. The research highlights that ResNet50 is the most accurate model with
99.27% while EfficientNetB0 is balanced in accuracy and computational efficiency.
The self-trained CNN-RedPanda model achieves considerably good performance at
91.35% accuracy and can be regarded as the most lightweight model among three of
them. This research work contributes to the conservation of endangered red pandas
with the novel approach and optimal results of the deep learning models.

1 Introduction

Red panda (Ailurus fulgens) is the small mammal species found in Asia, especially the
Himalayan area of Bhutan, China, India, Myanmar, and Nepal (Glatston and Sherpa,
2015). According to the red list of the International Union for Conservation of Nature
(IUCN), the red panda species is classified as endangered due to the loss of their habitats
and fragmentation because of commercial development, world climate change, human
disturbance such as hunting and trapping, as well as illegal trading to border countries
and poaching for medicines, pelts, and so on (Glatston and Sherpa, 2015; Ko Lin et al.,
2022; Red Panda Network, 2024b). The population of red pandas is decreasing gradually,
and only 10,000 are in the wild, as stated by the World Wildlife Fund (WWF). Therefore,
monitoring their behaviours is essential for conservation efforts, not only for organisations
such as the Red Panda Network but also for zoo environments.

Observation of animal behaviours is one of the most effective methods to understand
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the physical or non-physical processes and health of animals (Spiezio et al., 2022). Ac-
cording to the Red Panda Network (RPN) in Nepal, GPS collars are implemented on ten
red pandas, and camera traps are employed in red panda habitats to monitor by local
forest guardians (Red Panda Network, 2024a). Similar to RPN, Ko Lin et al. (2022) from
the Fauna & Flora International organisation implements the trail cameras and conducts
surveys with locals to understand the nature of red pandas in Northeast Myanmar as
well as the cause of decreasing red pandas in this region. Despite actively contributing to
the conservation of red pandas by these organisations, advanced technologies of artificial
intelligence (AI) are still not yet implemented and widespread.

Deep learning techniques are well-known for image classification and recognition of anim-
als such as mammals, reptiles, birds, and marine animals (Binta Islam et al., 2023; Sharma
et al., 2024). Therefore, this research motivates the exploration of the power of convolu-
tional neural networks (CNNs) to classify the behaviours (eating, resting, walking) of red
pandas. The three models— two pre-trained models (EfficientNetB0 and ResNet50) with
the transfer learning method and a self-trained model (named “CNN-RedPanda”) from
scratch—are built to train and compare in terms of accuracy and efficiency. Each model
presents different approaches with their individual strengths and weaknesses by address-
ing the imbalanced custom Red Panda dataset due to the constraint of data availability.
These models are analysed with metrics such as accuracy, precision, recall, and F1-score,
as well as their training time.

1.1 Research Question

The mentioned research statement motivates the following research question:
In order to monitor the health and activity levels of the endangered species Red Panda
through images and video footage, how can different CNN pre-trained models (Efficient-
NetB0 and ResNet50) and a self-trained CNN model (CNN-RedPanda) classify the move-
ment patterns of red pandas in relation to eating, resting, and walking habits in terms of
balancing between accuracy and efficiency?

1.2 Research Objective

To align with the research question, the following objectives are set:

1. Training the CNNmodels, using the transfer learning method for pre-trained models
and data augmentation for both pre-trained and self-trained models.

2. Setting the same hyperparameters (such as epochs, batch size, optimiser, and so
on) to all models in order to compare their accuracy and efficiency.

3. Analysing the results of the classification report and confusion matrix of each model
and finding the most suitable one for future implementation with wildlife and zoos.

1.3 Contribution

The research mainly contributes to the following:

1. Custom dataset - The raw images and raw video footage are collected from Japanese
zoo photographers and the Red Panda Network (Nepal) as well as recorded in

2



Dublin Zoo with two trail cameras to create a custom Red Panda dataset, and later
this dataset will be published to be available for other students and researchers.

2. Behaviour Classification - The mentioned CNN models are trained and fine-tuned
for performing the classification of red panda behaviours (eating, resting, and walk-
ing).

This paper comprises seven sections with individual subsections, respectively, to present
the detailed experiment for the research. After this introduction section, related works of
other research to understand more about the specific field for red panda conservation and
animal classification with CNN models. Subsequently, the methodology section explains
how the data is collected and transformed into the desired format, as well as how the
models are selected to train and what evaluation metrics are used for this project. After
that, the design specification covers the detailed architectures of EfficientNetB0, Res-
Net50, and CNN-RedPanda. Implementation presents the environmental setup and the
implementation of the selected models. The discussion section will evaluate and analyse
the results. The final section, conclusion, and future work summarise the overall find-
ings about strengths and limitations as well as the future enhancements for this research
project.

2 Related Work

The works related to this research project are categorised into two parts. First, conser-
vation studies with traditional methods on red panda and their limitations are discussed.
Secondly, classification and recognition about advancements in image classification and
custom CNN architectures for wildlife monitoring are analysed.

2.1 Conservation Studies on Red Panda

For the red panda conservation in Nepal, (Bista et al., 2020) examine the economic factors
and sociocultural factors that are leading to illegal poaching. This research conducts the
qualitative interviews not only with local people, including traders, but also with en-
forcement officials alongside market analysts to investigate the reasons behind increased
demand for red panda pelts. This research highlighted cultural values, economic con-
ditions, and weak enforcement as the primary causes. Although this research relies on
quantitative data analysis and statistical tests such as Pearson’s chi-square, the limited
availability of data makes the research difficult to make the conservation strategies scal-
able.

Conservation for red pandas has been a significant focus in ecological research, specifically
for the vulnerability of the species due to human-induced threats and habitat degrada-
tion. In alignment with (Bista et al., 2020), (Nature Conservation Division, Department
of Forests and Park Services, 2022) also performs the community interviews, geospatial
mapping, and field surveys in South-Western Bhutan in order to explore habitats of red
pandas and the major impacts of human activities such as deforestation and livestock
holding. This research highlights the red panda conservation by highlighting the conflicts
between humans and wildlife and also encouraging community-based conservation initi-
atives. According to the authors, the significant habitat fragmentation and low awareness
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among communities may result in more difficult conservation efforts. Therefore, this re-
search makes the inclusion of local perspectives fostering the holistic understanding of
threats for red pandas. However, this approach has the limitation of getting small sample
data and potentially biased survey responses.

Similarly, in North-East Myanmar, (Ko Lin et al., 2022) aim to utilise the historical
records and current knowledge on the conservation status of red panda. This research
implements the camera trapping and interviews in villages around Mt. Imawbum from
2010 to 2018 as well as integrates GIS mapping, population sampling, and habitat ana-
lysis to examine critical habitats and threats such as agricultural expansion and logging.
This study emphasises how protected areas are important and also should be established
for the conservation of red pandas. Although this research provides significant contribu-
tions to mitigate the habitat loss, similar to (Bista et al., 2020) and (Nature Conservation
Division, Department of Forests and Park Services, 2022), it also has certain limitations
of its geographic scope and irregular protecting patterns for habitats of red pandas.

Although the ecologists, biologists, and researchers have actively involved in the conser-
vation of red pandas with various methods, such as surveying and installing camera traps
in different regions, these methods do not effectively work for this endangered species
and require significant manual work for them. With the usefulness of artificial intelli-
gence, especially deep learning techniques, the animal classification can be performed
easier and the manual work can be lessened, increasing accuracy for the classification
and identification of animal species and their behavioural activities. By identifying their
behaviours, the illness, stress, and potential dangers for the animals can also be detected
using noninvasive methods with the advancement of AI technology (Spiezio et al., 2022).

2.2 Advances in Image Classification and Custom CNNs Archi-
tectures for Wildlife Monitoring

Classification and recognition for animals and behavioural patterns are essential for mon-
itoring biodiversity and contributing to wildlife conservation. Many research experiments
have been accomplished, and their papers have been published on animal species and be-
havioural classification with deep learning algorithms, particularly through convolutional
neural networks (CNNs). This subsection discusses the distinct advancements and use-
fulness of CNNs in image classification tasks using specialised techniques and innovations
in custom architectures for wildlife conservation.

2.2.1 Advancements in Pre-trained CNNs Architecture with Transfer Learn-
ing for Image Recognition and Classification

Firstly, the usefulness of deep learning with transfer learning technique is discussed by
(Zhang et al., 2020) for the classification of remote sensing images. The authors utilise
segmentation techniques to prevent overfitting of the model. Later, this research applies
transfer learning to the pre-trained EfficientNet models. According to the authors, the
proposed method is effective and achieves very optimistic results on different datasets, as
well as being lightweight and less consuming for computational resources, although their
method does not always achieve the highest accuracy results.
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After (Zhang et al., 2020), (Mekruksavanich et al., 2022) present animal activity recog-
nition (AAR) using a deep learning pre-trained model, deep residual networks (ResNet)
to enhance the accuracy and effectiveness of observing animal behaviours with wearable
sensors. The authors share similarities with (Zhang et al., 2020) for the data prepro-
cessing steps such as segmentation and normalisation, as well as utilising the transfer
learning method to the pre-trained ResNet model. With the highest accuracy of 96.46%
and 98.40% for first and second sensors, (Mekruksavanich et al., 2022)’s proposed model
demonstrates that it can work with two different sensors effectively while achieving high
accuracy. However, the authors highlight that they will examine different target data to
achieve the robust model.

Subsequently, the authors (Manivannan and Venkateswaran, 2023) apply the transfer
learning with a pre-trained deep CNN architecture, Inception-ResNet-V2, to identify 120
dog breeds. The authors aim to achieve the advantages of Inception and ResNet archi-
tectures with ensemble learning. After the preprocessing and segmentation of data, the
hyperparameters are fine-tuned for the proposed model. Using this approach, it benefits
on classification tasks with high accuracy and speed. Moreover, the result of the proposed
model is 95.03% on training data and 92.92% on validation. According to the authors,
their fine-tuned model aids for dog owners to identify when their lost dogs, preventing
fraud for dog sales as well as assisting veterinarians. Although the model achieves high
accuracy over 90%, the testing model drops up to 88.92% of accuracy; therefore, the
model still indicates rooms for improvement with more dog breeds.

According to (Binta Islam et al., 2023), their research demonstrates the recognition
of animal species with the use of deep convolutional neural networks, which enhance
classification accuracy from ecological camera trap images. Hence, pre-trained ResNet
models prove high accuracy in (Mekruksavanich et al., 2022) and (Manivannan and Ven-
kateswaran, 2023) for classification and recognition of sheep and dogs; (Binta Islam et al.,
2023) experiment VGG16 and ResNet50 as their selected pre-trained models, as well as
the authors construct CNN-1 as their self-trained model. Their research is particularly
for the reptile animals, snakes, lizards, and toads; these data are obtained from five re-
gions of Texas. After balancing, preprocessing, and augmenting the imbalanced dataset,
the multi-classification results are comparatively good. Therefore, using transfer learning
for all models, VGG16 and ResNet50 achieve 87% and 86% respectively, while the self-
trained CNN-1 attains 72%. This research exhibits high achievement in both pre-trained
and self-trained models, and VGG16 outperforms among three models. Despite perform-
ing high accuracy for recognition of specific reptile animals, no experiment is indicated
for mammals, especially for endangered species.

While (Manivannan and Venkateswaran, 2023)’s research emphasises the classification
of dog breeds, (Cahyo et al., 2023) also present cat breed classification using fine-tuned
CNNs, particularly Xception with transfer learning. The Oxford-IIIT Pet Dataset con-
tains 12 cat breeds and is utilised for this approach. The authors demonstrate two
scenarios: CNNs with transfer learning and CNNs with transfer learning and fine tuning.
Similar to prior research papers, (Cahyo et al., 2023) apply the same preprocessing and
augmentation for images. With the high accuracy of 92.5% for transfer learning with
fine-tuned CNNs, their approach is faster and more cost-effective than traditional DNA
tests to help cat owners identify cat breeds. On the other hand, their model should be

5



trained with all possible breeds to prevent overfitting.

Similar to Manivannan and Venkateswaran (2023),Mekruksavanich et al. (2022) and
Cahyo et al. (2023), the authors (Valarmathi et al., 2023) propose a comparative analysis
of hybrid deep learning algorithms utilising dog breed images. The authors employ the
deep learning algorithms including Xception, VGG19, NASNetMobile, EfficientNetV2M,
ResNet152V2, and hybrid models combining Inception-v3 & Xception and Efficient-
NetV2M, NASNetMobile, Inception & Xception12. Moreover, transfer learning and data
augmentation are also applied in their pre-trained models. During these experiments, hy-
brid models significantly outperform a single model, specifically the validation accuracy
of 92.4% for the hybrid of Inception-v3 and Xception, compared to 71.63% of accuracy of
ResNet101. Although their models achieve high accuracy except VGG19 which accuracy
is 55%, the computational resources are constraint for training these models effectively.

The motivation for employing the ensemble learning approach from (Manivannan and
Venkateswaran, 2023), (Oion et al., 2023) propose the automated system for classify-
ing marine animals using CNNs, especially the ensemble technique with EfficientNet B0,
EfficientNet B3, and EfficientNet B5. Their approach aims to identify and categorise
different marine species using visual characteristics. The authors obtain a large dataset
with many marine species that have different shapes, colours, and sizes. They also utilise
the data augmentation methods to achieve a robust model. Their proposed model ac-
complishes up to 87.99% for the classification task. However, the authors do not mention
the computational power for their proposed system, which can make other researchers
difficult to contribute for utilising their system in marine environments.

Later, Neeli et al. (2023) demonstrate the innovative bird species detecting model using
CNN and the EfficientNet-B0 architecture. The purpose of this research is to identify
the bird species with a precise and efficient model to conserve wildlife and monitor biod-
iversity. The data with 84,635 training images of 525 categories are obtained from Kaggle,
and these images are standardised and augmented for better results. Moreover, Adam
Optimiser and early stopping are also applied during training. The authors state that
their model achieves state-of-the-art performance with the test accuracy from 89% to
92.0% and exhibits the balance between computational efficiency and high accuracy des-
pite having some species with similar visual appearances or fewer occurrences in the
dataset.

On the other hand, the research (Sharma et al., 2024) proposes utilising deep learning
algorithms, particularly LeNet-5, AlexNet, VGG16, ResNet50, Inception V3, Inception,
and ResnetV2, with the data augmentation and dropout to enhance the performance of
the model and prevent overfitting. The authors aim this research to identify the cause of
wild animal attacks and disappearances in villages or farms that are close to forests and
mountains. They obtain the dataset from Kaggle, including the images of 90 different
animals. With their proposed model, not only farmers and other people who live near the
area of forests and mountains by recognising animals easily, but also rare or endangered
animals can be classified potentially in the creation of an alert system. According to the
authors, InceptionV3 performs well with the validation accuracy of 88.26% and with its
F1 score of 1.31, but some models show poor performances in validation accuracy due to
the small dataset.
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2.2.2 Self-trained CNNs Architectures for Animal Classification Tasks

According to Song et al. (2022), the authors apply novel CNN architecture for the pur-
pose of classification of 10 different animals. This research focuses on analysing the
parameters of the algorithm to achieve a better model and application for the classific-
ation task. 28,000 high-quality images are preprocessed (such as resizing to 100 x 100
pixels), augmented, and organised into 10 categories. Their CNN model consists of mul-
tiple convolutional layers with various filter sizes, pooling, and dense layers. After the
model is well constructed by fine-tuning the hypermeters, the final model achieves over
85% and 75% accuracy on training and validation. According to the authors, their final
model has the drawback of being significantly time-consuming, as the model takes 20
minutes for each epoch, for a total of 60 epochs.

Priya et al. (2023) also propose Deep Convolutional Neural Networks (DCNN) to classify
animal species through input images to aid in wildlife conservation and behaviour stud-
ies. The authors employ preprocessing techniques such as normalisation and augmenta-
tion, feature extraction, and transfer learning. The proposed system benefits biodiversity
monitoring for a robust model with a high accuracy rate of 98% in classifying the animal
species. Despite being more effective compared to traditional analysis methods, their
model can be potentially overfitting and will not be utilised for endangered species such
as red panda or sea otter due to the limitation of a small dataset with specific animals.

The classification of four African wildlife species, including rhino, zebra, elephant, and
buffalo, is experimented by (Li, 2024). This research focuses on examining how different
kernel sizes of CNN architecture affect the performance of the proposed model. The
dataset of African wildlife from Kaggle consists of 1508 images divided into four stated
animal categories. According to the author, the kernel sizes of the proposed model are
modified to (2,2), (3,3), and (4,4) to examine the impact on accuracy. Although this
experiment obtains 57.57% for (3,3) kernel size, it still has room to improve the accuracy
of the proposed model to identify efficiently.

As the prior research works proved, the pre-trained CNN models such as ResNet and
EfficientNet with the transfer learning method outperformed to classify and analyse the
different animal species and also for their behaviours in the purpose of animals and their
habitat conservation. This research also motivates and aims to employ state-of-the-art
CNN models such as ResNet50, EfficientNetB0, and a self-trained CNN model to provide
a long-term solution about the automated classification and monitoring of red panda
behaviours for zoos and wildlife conservation efforts. Using CNN pre-trained and self-
trained models, observing endangered species and their specific behaviours are crucial
actions for researchers for their conservation purposes and to tackle the existing and
potential threats for red pandas and other endangered species in the future.

3 Methodology

This section presents the collected data, how this data is preprocessed, and how the
transformation is performed. After that, the modelling part is explained.
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3.1 Custom Data Collection

One of the significant aspects of this project is the creation of a custom dataset of red
panda images. The various images and video footage of red pandas are collected, and
the custom dataset is created, as there is no public dataset available for red pandas.
Unlike other public datasets, the video footage is recorded at the Dublin Zoo with two
camera traps. Secondly, the recorded videos and images of red pandas are provided by
Japanese zoo photographers. Moreover, Red Panda Network Nepal also shares some
valuable images of red pandas and insightful information about red pandas. The total of
collected images and video footage is about 1005, and each video footage is an average of
30 seconds in length. However, red pandas are occasionally moving out of the views from
cameras, as well as the environmental factors such as weather, lighting, and obstructions
(e.g., branches and walls), which are the reasons to reduce the quality and numbers of
video footage.

Figure 1: Camera traps setup in Dublin Zoo used for collecting data

3.2 Data Preprocessing

Firstly, the collected images and video footage of red pandas are carefully analysed to
remove the poor-quality images and videos as well as the video contents that mainly
involved human beings rather than red pandas or no red panda footage. After cleaning
these data, the Python script is utilised for extracting the frames of each video footage.
As red pandas are mostly sleeping, slow-moving, and hibernating most of their time, the
frames are extracted every two seconds per frame. Subsequently, the structural similarity
(SSIM) index of 0.97 is applied for checking the similarity percentage of the extracted
frames from video footage (Syed Zaini et al., 2019). Later, the basic preprocessing step,
cropping unnecessary parts from the images, is proceeded (Cahyo et al., 2023) before res-
izing the images. Finally, the images are manually labelled to be set into three categories:
eating, resting, and walking, and the total images for the custom Red Panda dataset are
4,801, but there is a slight imbalance, as the “eating” class contains more images than
“walking” and “resting”.

3.3 Data Transformation

During this step, the preprocessed Red Panda dataset is transformed into a well-formatted
dataset that is utilised for deep learning models. Firstly, the images are resized to 256
x 256 to standardise the input size. After resizing, data augmentation methods such
as rescaling pixel values, shear transformations, zooming randomly, flipping images ho-
rizontally, rotating images, and shifting the width and height of the images, adjusting
brightness, shifting RGB channels randomly, and filling pixel outsides boundaries with
nearest values so that the dataset has more variation and is robust as well as prevents
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Figure 2: Research Methodology for classification of the behaviours of Red Pandas

overfitting (Cahyo et al., 2023; Neeli et al., 2023; Sharma et al., 2024). The following
Figure 3 is a set of sample images extracted from the Red Panda dataset.

3.4 Data Modelling

This process involves how the data are divided for training and validation, which CNN
models are selected, as well as how the trained models are compared to one another in
terms of accuracy and efficiency.

3.4.1 Data Splitting

In this research, the data is split into training and validation as 80% and 20% from the
total number of 4,801 images. By doing this, overfitting can be mitigated for the small
dataset, such as the Red Panda custom dataset.

3.4.2 Model Selection

EfficientNetB0 and ResNet50 are chosen for their proven accuracy in image classification
tasks (Binta Islam et al., 2023; Neeli et al., 2023; Oion et al., 2023; Sharma et al., 2024);
additionally, they are able to perform well with small datasets when transfer learning
is employed to adapt them to the red panda behaviour classification task. Having an
intuitiveness of building a CNN model from scratch (Song et al., 2022; Binta Islam et al.,
2023; Li, 2024), a self-trained CNN model named CNN-RedPanda is also developed.

3.4.3 Model Comparison

To evaluate the performances of the models, EfficientNetB0, ResNet50, and the CNN-
RedPanda will be compared for the accuracy of the classification behaviours of red pandas
as well as their efficiency for the custom dataset during training. In order to be consistent,
the same hyperparameters, which are the optimiser, learning rate, batch size, epochs,
applying early stopping, and loss function, are applied to all chosen models.

9



Figure 3: Three different behaviours of red pandas

3.5 Evaluation Metrics

Not only pre-trained (EfficientNetB0 and ResNet50) models but also the self-trained
model (CNN-RedPanda) is compared using a combination of performance metrics to
evaluate the classification ability of each model. The accuracy along with the efficiency
of trained models is the main measurement for this research. In addition, the classification
report with precision, recall, and F1-score, as well as the confusion matrix, are presented.
Accuracy and loss curves of training and validation are also plotted.

4 Design Specification

This section covers the architecture designs of EfficientNetB0 and ResNet50 and CNN-
RedPanda models. EfficientNetB0 and ResNet50 are built with the same architecture
design using the transfer learning (Neeli et al., 2023; Sharma et al., 2024). All three
models are aimed at comparing the accuracy of the classification of the three behaviours
(eating, resting, and walking) of red pandas. Therefore, these models will be applied with
the same algorithm-based hyperparameters, such as learning rate and epochs. There are
three subsections: the first is the design architecture of EfficientNetB0 and ResNet50,
followed by the design architecture of CNN-RedPanda, and finally, defining the same
hyperparameters for all models.

4.1 Design architectures of EfficientNetB0 and ResNet50

The EfficientNetB0 is chosen for its performance and efficiency on image classification
tasks while leveraging pretrained ImageNet weights (Neeli et al., 2023), it is greatly ver-
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satile and more adaptive than other pre-trained models. With transfer learning, the
model can be fine-tuned for the Red Panda dataset by retrieving its general and specific
features. As a result, the model can perform to classify the behaviours of red pandas.
According to Binta Islam et al. (2023) and Sharma et al. (2024), ResNet50 is also well-
known for image classification tasks, as its 50-layered architecture allows extracting high
features and training with a deeper network. ResNet50 is useful for being versatile and
providing pre-trained weights on ImageNet; therefore, it can perform model training with
high capability for red panda behaviour classification while utilising transfer learning.

The input images are resized as 256 x 256 x 3 to be compatible with both model ar-
chitectures. The initial layers of both pre-trained models are frozen except for the last 10
layers so that the models allow fine-tuning on the custom Red Panda dataset. Accord-
ing to Binta Islam et al. (2023), both models are enabled to be trained for the specific
behaviour classification for red pandas with the transfer learning approach. For both
models, the classification heads are added to customise them for the classification of the
behaviours of red pandas. Therefore, the details of the additional layers are a Global-
AveragePooling2D layer to reduce the spatial dimensions of the feature maps, followed
by a Dense layer that has 256 units with ReLU activation and L2 regularisation, as L2
= 0.01 is utilised to prevent overfitting (Binta Islam et al., 2023). Batch normalisation is
also applied in order to accelerate and stabilise learning during the training (Binta Islam
et al., 2023). Afterwards, a dropout layer with a rate of 0.5 is added to the architecture
to tackle overfitting. The output layer consists of a dense layer that has three units,
representing the three behaviour classes of red pandas, along with a Softmax activation
function.

4.2 Design architecture of CNN-RedPanda

The self-trained CNN model, known as CNN-RedPanda, is also developed to classify the
red panda behaviours. The architecture of CNN-RedPanda includes the convolutional
and pooling layers to extract hierarchical features of the input images. The model initial-
ises with a Conv2D layer, which has 32 filters of size 3 x 3, followed by a MaxPooling2D
layer to reduce spatial dimensions with the purpose of managing computational complex-
ity (Sharma et al., 2024). Thereafter, the second and third layers are also applied in the
same pattern with the filters of 64 and 128. Each stated convolutional layer uses the
ReLU activation function to introduce non-linearity (Binta Islam et al., 2023).

Subsequently, the Flatten layer performs converting the feature maps into a 1D vector for
the input to the fully connected layers, followed by the Dense layer, which contains 256
units with ReLU activation (Song et al., 2022). Later, the Dropout layer is added into
this architecture with a 0.5 rate to prevent overfitting by deactivating random neurones
during the training of the model (Binta Islam et al., 2023). Afterwards, the final (output)
layer, a Dense layer with 3 units and Softmax activation function for the classification of
red panda behaviours.
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4.3 Hyperparameters for EfficientNetB0, ResNet50, and CNN-
RedPanda models

Same as Binta Islam et al. (2023), the Adam optimiser is applied with the learning rate of
1× 10−4 using SparseCategorical Crossentropy as the loss function after the architecture
of each model is customised and set up. As the main purpose of the research project is to
classify correctly the behaviours of red pandas, “accuracy” is chosen as a main evaluation
metric. Due to the imbalance of classes in the dataset, class weights are dynamically
computed with the training dataset (Bakırarar and ELHAN, 2023). Moreover, early
stopping is also applied to monitor the validation loss and stop the training when no
improvement is observed over three consecutive epochs so that the best prior model
weights can be restored (Binta Islam et al., 2023). Therefore, the combination of a robust
architecture of each model with well-defined hyperparameters ensures the generalisation
of unseen data and the classification of the behaviours of red pandas with high accuracy.

5 Implementation

This section presents the environmental setup and end-to-end implementation of pre-
trained CNN models (EfficientNetB0, ResNet50) and self-trained CNN model.

5.1 Configurations and Setup

This project mainly utilises Python version 3.10.12 to build the desired classification mod-
els, along with TensorFlow version 2.17.1 and Keras version 3.5.0, ensuring compatibility
with the chosen architectures and necessary libraries such as sklearn, Numpy, Matplotlib,
and so on. Microsoft Visual Code IDE is utilised to extract images from video footage.
All models are trained and tested in the Google Colab cloud environment using Google
Drive as the main data storage for raw data and the preprocessed dataset. During model
training, the T4 GPU has 15 GB of RAM, which enables efficient computational power
as well as saves the training time.

5.2 Dataset Preparation

Both pre-trained and self-trained models use the same dataset; the dataset is prepared
with the following steps before models are structured and trained.

1. A custom Python script using OpenCV is developed to extract unique frames from
uploaded video footage by calculating the Structural Similarity Index (SSIM) to
ensure the unique frames are extracted for custom dataset creation.

2. Using a Python script that utilises the Regions of Interest (ROI) selector of OpenCV,
the extracted images are cropped to focus on the behaviours of red pandas and to
remove unnecessary parts in each frame.

3. The images are labelled into three different classes (eating, resting, and walking)
and prepared a dataset.
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5.3 Implementation Steps of EfficientNetB0 and ResNet50

Since both models are built with the same architectural designs, the following implement-
ation is applied while training both models individually.

1. The preprocessed dataset is split into 3841 and 960 to train and validate, respect-
ively.

2. The data augmentation is applied to the training dataset so that the data will be
in various transformations as well as overfitting can be overcome.

3. During the training process with custom layers for each pre-trained model, the
Adam optimiser with 1× 10−4 learning rate, batch size 32, and Sparse Categorical
Crossentropy loss are applied.

4. The class weights are also computed to address the imbalance of classes in the
dataset by utilising compute class weight from sklearn.

5. ResNet50 finds the best validation accuracy at 99.27% at 20 epochs, while Efficient-
NetB0 achieves 98.85% for validation accuracy at 20 epochs.

6. Along with accuracy, F1-score, precision, and recall on the classification report and
visualising the confusion matrix as well as the accuracy and loss of both models are
also plotted.

7. Finally, unseen images are used for testing the EfficientNetB0 and ResNet50 models.

5.4 Implementation Steps of CNN-RedPanda

1. Same as EfficientNetB0 and ResNet50, the preprocessed dataset is split into 3841
and 960 to train and validate, respectively.

2. The data augmentation techniques are utilised on the training dataset to be in-
creased and applied to various transformations so that the overfitting of the model
can be mitigated.

3. The Adam optimiser with 1× 10−4 learning rate with batch size 32 is set, and the
loss function as Sparse Categorical Crossentropy is applied.

4. The class weights are also computed to address the imbalance of classes in the
dataset by utilising the compute class weight function from the sklearn library.

5. Although the model is trained with 20 epochs, the early stopping is triggered at
10 epochs while monitoring the validation loss; the best weights of the models are
restored at epochs 9, with a validation accuracy of 91.35%.

6. The classification report, confusion matrix, as well as model accuracy and loss are
also plotted.

7. Finally, an unseen image is used for testing the CNN-RedPanda model.
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6 Evaluation

The performance of the EfficientNetB0, ResNet50, and CNN-RedPanda models is clas-
sified based on accuracy with precision, recall, and F1-score. The following subsections
present the evaluation of each model according to its training and validation accuracy
and loss curves, as well as the confusion matrix and classification report.

6.1 EfficientNetB0

The EfficientNetB0 model demonstrates exceptional performance in the classification of
red panda behaviours, with a validation accuracy of 98.85%. This model has a stable
improvement at 20 epochs by exhibiting strong convergence with reducing loss from
4.4908 to 0.6984 while validating with unseen 20% data. The model proves that it is
highly effective and good at generalisation while presenting the high precision, recall, and
F1-score for all three behaviours, especially F1-scores achieve 0.99 for all classes (eating,
resting, and walking). Moreover, the training and validation accuracy curves indicate
the consistency of the model, learning with no overfitting while the loss curves gradually
decline across epochs. Despite being relatively imbalanced in the dataset, customising
the EfficientNetB0 model with transfer learning achieves high accuracy for classification
with minimal misclassifications. Therefore, EfficientNetB0 is robust and reliable, along
with data augmentation and fine-tuning the hyperparameter. Figure 4 represents the
accuracy and loss curves of the model.

Figure 4: Accuracy and Loss Curves of EfficientNetB0

6.2 ResNet50

The ResNet50 model also demonstrates outstanding results in the classification of red
panda behaviours while achieving an overall accuracy of 99.27% with 20 epochs. Same
as EfficientNetB0, this model also proves for smooth convergence as the validation loss
is decreasing up to 4.3259 from 0.2803. Its performance metric along with precision,
recall, and F1-score, while F1-scores of eating, resting, and walking classes achieve 0.99
accordingly. The scores reflect that customising ResNet50 with transfer learning exhibits
almost perfect classification across all behaviour classes (eating, resting, and walking)
while encountering minor misclassification. This significant classification shows that the
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deep residual networks of ResNet50 can effectively handle the complex features with the
usefulness of data augmentation and L2 regularisation.Figure 5 represents the accuracy
and loss curves of the model during training and validation.

Figure 5: Accuracy and Loss Curves of ResNet50

6.3 CNN-RedPanda

The last model is the self-trained CNN model, which achieves the validation accuracy of
up to 91.35%, proving that the model is capable of classifying the different behaviours
of red pandas despite being built from scratch with a simple architecture compared to
the other pre-trained models (EfficientNetB0 and ResNet50). It performs reasonably
well while presenting over 0.90 for all precision, recall, and F1-score except recall for the
eating and walking classes, which are 0.87 and 0.86, while F1-scores for eating, resting,
and walking achieve 0.91, 0.93, and 0.90, respectively. The confusion matrix reveals
the misclassified numbers of each class are slightly higher than pre-trained models. The
process of model training is 0.3226 validation loss with the best epoch 9. Although its
architecture is lightweight and efficient, its loss graph shows that CNN-RedPanda still
has more room to improve its performance. Figure 6 represents the accuracy and loss
curves of the CNN-RedPanda model.

6.4 Discussion

The evaluation of three models—EfficientNetB0, ResNet50, and CNN-RedPanda—presents
their strengths, weaknesses, and suitability for red panda behaviour classification (eat-
ing, resting, and walking). The performance metrics of each model measure accuracy,
precision, recall, and F1-score, which are analysed to assess how the models can handle
the imbalanced dataset.

According to the classification reports of the models, the EfficientNetB0 achieves 98.85%
validation accuracy with balanced performance in all classes. It exhibits the efficiency
and the capability of strong generalisation while utilising transfer learning and regularisa-
tion, despite having the imbalanced walking class. Secondly, the ResNet50 also achieves
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Figure 6: Accuracy and Loss Curves of CNN-RedPanda

the accuracy of 99.27% with near-perfect classification. On the other hand, it can con-
sume more computational power than the other two models, but this model shows its
consistent accuracy for generalisation and robust feature extraction on complex images.
Finally, the CNN-RedPanda model demonstrates that it can perform moderate classifica-
tion with environments for constrained computational resources, although its accuracy is
not as high as the two pre-trained models for the custom Red Panda dataset. According
to the confusion matrix, these models can be improved to reduce the misclassification by
managing the imbalanced data with more augmentation, as well as oversampling with
synthetic data generation (Bao, 2023) or collecting more data from zoos and wildlife
organisations. The overall comparison of three models according to their classification
reports and training times is displayed in Table 1.

Metric EfficientNetB0 ResNet50 CNN-RedPanda

Accuracy(Validation) 98.85% 99.27% 91.35%

Precision(Average) 0.99 0.99 0.93

Recall(Average) 0.99 0.99 0.92

F1-Score(Average) 0.99 0.99 0.93

Training Time per Epoch(Average) ∼91.8s ∼111s ∼85.8s

Strengths Efficient for generalisation and scaling Best accuracy with robust feature extraction Lightweight, efficient for limited resources

Weaknesses Slightly slower in training Computationally intensive Lower precision and recall for eating and walking classes

Table 1: Comparison of EfficientNetB0, ResNet50, and CNN-RedPanda Models for Red
Panda Behaviour Classification

7 Conclusion and Future Work

This research compares the EfficientNetB0, ResNet50, and CNN-RedPanda for the clas-
sification of the behaviours of red pandas by evaluating their accuracy, efficiency, and
overall performance along with their advantages and disadvantages. Among the three
models, ResNet50 outperforms with the highest accuracy as 99.27% and is most reliable
for classification, but its drawback is consuming more computational power and taking
more time for training. So, the model is appropriate for environments that focus only on
accuracy. Secondly, the EfficientNetB0 achieves 98.85% as the significant accuracy with
balance in computational efficiency, as it takes ∼91.8s per epoch during training, while
CNN-RedPanda also obtains 91.35% as a reasonable accuracy with a simple architec-
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ture and less training time, so CNN-RedPanda is the most lightweighted model among
them and suitable for the environments that do not require accuracy as a top priority.
Overall, EfficientNetB0 is chosen to perform the red panda behaviour classification due
to its balancing ability for accuracy and efficiency despite having an imbalanced class
in the dataset. This research will enhance the EfficientNetB0 model with oversampling
or ensemble learning methods, and more Red Panda data with other behaviours will be
collected to train with EfficientNetB0. Later, a web application will be developed to
allow users to upload images and classify the behaviours so that researchers can utilise
this application either in wildlife or in zoo environments for red panda conservation.
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