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1 Requirements

It is advised to follow all the steps of this manual in order to execute the code which
is used in the documentation for a research project that supports the details of this
configeration manual. This document will Practically, they will discuss the finite minima
of the necessity of the supporting hardware as well as software reproduce this code.

2 Machine Hardware

Before implementing the code below the following machine hardware for the project
requirements will have to be met to work. The machine that preformed this research

configuration is: 16gb RAM, 12th Gen Intel(R) Core(TM) i7-12650H 2.70 GHz, 64-bit
Operating System, window 11 .

3 Machine Software

The only software requirements required to run the code are as follows and these are the
ones that have been used. Google Colaboratory is utilized to execute the research code of
the current study. Python was utilized in this project and thank you for using version 3.7.
Google drive/Gmail An account is then used to connect to notebook. Jupyter notebook
is required, Microsoft excel is required as data stored as csv file. Microsoft word was used
to type the research project report and this manual.

4 Environment set up

This is where the setting up of the colab environment is done, steps followed below permit
code executing for the purpose of our research study. They are also illustrated by images:
As within the other parts of the book, the individual steps are also supplemented with
images. gained a better view of the processes followed.



Figure 3: Dataset dowloading code

train-yolov5-object-detection-on-custom-data.ipynb
File Edit View Insert Runtime Tools Help

+ Code + Text Copy to Drive

v Before you start

Let's make sure that we have access to GPU. We can use nvidia-smi command to do that. In case of any problems navigate to edit ->
Notebook settings -> Hardware accelerator,setitto Gpu,and then click save.

[ 1 !nvidia-smi
S¥ Thu Oct 24 17:29:39 2024

| NVIDIA-SMI 535.104.05 Driver Version: 535.104.05 CUDA Version: 12.2
|- o o +
| GPU Name Persistence-M | Bus-Id Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Cap | GPU-Util Compute M.

@ NVIDIA Al00-SXMA-40GB off | 20eeeees:00:04.0 OFf |

| N/A 33¢ PO 46W [ 4004 | 2MiB / AB960MiB

| Processes:
GPU  GI Type Process name

Figure 1: Environment setup

5 Data selection process

I have downloaded dataset from kaggle and done labelling and annotation from roboflow
which is of 5730 images.

d /content/yolov5
Ipip install roboflow

from roboflow import Roboflow
rf = Roboflow(api key= )

project = rf.workspace("r ora™).project(”
version = project.version(7)
dataset = version.download(

Figure 2: Dataset preperation

After adding the roboflow code it will automatically download the data



6 Installing Libraries

The following libraries have been imported and used to data preprocess, visualize, train
, evaluate the models.

1. roboflow,
2. pandas

3. numpy

4. matplotlib
5. ultralytrics
6. seaborn

7. tensorflow
8. torchvision
9. os

10. pickle

11. git

v Install YOLOv5

%cd /content
lgit clone https://github.com/ultralytics/yolovs

/content

Cloning into 'yolov5'...

remote: Enumerating objects: 17022, done.

remote: Total 17022 (delta @), reused ® (delta ©), pack-reused 17022 (fron
Receiving objects: 1e0% (17022/17022), 15.62 MiB | 14.23 MiB/s, done.
Resolving deltas: 1@e% (11694/11694), done.

Ipip install -r requirements.txﬂ
I'pip uninstall wandb -qy
i torch

from IPython.display import Image, clear_output

Figure 4: Installing framework



7 Implementation and using the code files.

7.0.1 Uploading images

Next, add the data to your newly created project. You can do it via API or through our
web interface.

If you drag and drop a directory with a dataset in a supported format, the Roboflow
dashboard will automatically read the images and annotations together.

Upload

caes o yous upleactas mages?

Bateh Name  Uploaded on 01/05i23 at 2:36 pm

Allimages @D  Annotated

Uploading files...

Uploading files... calculating time remainin;

ol
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eng | | caimizol s

L OBILIp | | SMWcRBgna | | OMcipe | | ANOATow | | aMGABny | sfEAipu -mab
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Figure 5: Data Labelling

8 Train Custom YOLOv5 YOLOvVS8 Detector

8.0.1 Next, we’ll fire off training!

Here, we are able to pass a number of arguments:
e img: define input image size
e batch: determine batch size

e epochs: define the number of training epochs. (Note: often, 3000+ are common
herel!)

e data: set the path to our yaml file
e cfg: specify our model configuration

e weights: specify a custom path to weights. (Note: you can download weights from
the Ultralytics Google Drive [folder)

e name: result names

e cache: cache images for faster training


https://www.google.com/url?q=https%3A%2F%2Fdocs.roboflow.com%2Fadding-data%2Fobject-detection
https://www.google.com/url?q=https%3A%2F%2Fdrive.google.com%2Fopen%3Fid%3D1Drs_Aiu7xx6S-ix95f9kNsA6ueKRpN2J

Satime
%cd fcontent/yolovS/

lpython train.py \
--img 416 \

--batch 16

--epochs 25 \

--data {dataset.location}/data.yaml \
--weights yolovSs.pt

--name yolov5s results

--cache

Figure 6: Model Training

9 Evaluate Custom YOLOvV5 Detector Performance

You can view the training graphs associated with a training job in the \href{https://colab.research.
folder.

Training losses and performance metrics are also saved to Tensorboard and also to a
logfile defined above with the —name flag when we train. In our case, we named this
yolovbs_results.

Note from Glenn: Partially completed results. txt files can be plotted with from utils.utils imy

] from utils.plots i
TImage (filename="/c t/y /train/yolovss_results/results.png’, width=1860)
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Figure 7: Evaluation and Results



9.0.1 Inference with trained weights

Next, we can run inference with a pretrained checkpoint on all images in the test/images
folder to understand how our model performs on our test set.

~ Run Inference With Trained Weights

Next, we can run inference with a pretrained checkpoint on all images in the test/images folder to understand how our model performs on our
test set

[1

%1s runs/

3% train/

[ 1 %1s runs/train/y.

5% best.pt last.pt

ghts/best.pt --img 416 --conf @.35 --s

Figure 8: Inference
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