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1 Introduction 
 

This configuration manual  have all details about hardware and software specifications that 

has been used in this research process. The below sections shows steps that should be follow 

to setup running environment  for this research study. It also contain different application that 

should configured and utilized. 

 

2 System Specifications: 
 

The system specification contains all the resources used in order to complete the research 

study.  The Figure 1 shows local system used to run this project while Figure 2 (A)show all 

the run time utilized for research. Figure 2 (B) shows detailed information about memory 

with detailed specification limits. All hardware accelerators have been utilized for research 

and needs to be used with caution due to usage limit. 

 

 

 
Figure 2. System specifications 
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Figure 2 (A): Google Colab RunTime Types 

 

 

 
Figure 2 (B): Google Colab Resources 

Software Used: 

• Microsoft excel: Used for custom dataset description.  

• Google Collab: Used for all processing and as code runtime environment  

• Google Drive: Used to store models, datasets and handle while runtime 

 

3 Dataset specification 
 

This research study used 3 datasets:FER2013, CK , Custom dataset. It was introduced by 

(Lucey et al.; 2010) using CK dataset for facial emotion detection. The dataset consists of 

more than 950 face image data points. For research purpose we have used subset of CK 

dataset CK48 here as shown in Figure 3 (a). It is available to download at ck Dataset 
Custom dataset is created by author of this research. It contains total 245 images. Figure 3(b) 

shows custom dataset face image data and Figure 3 (c) shows Custom dataset game scene 

image dataset. This is not publicly available dataset but can be accessed from research 

resource or Drive link. 

https://www.kaggle.com/datasets/shuvoalok/ck-dataset
https://drive.google.com/drive/folders/1baVXc_xjc4L4cJ58jhzz0zAz0iXNurit?usp=sharing
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FER2013 is large dataset employed in this research. (Zahara et al.; 2020) introduced usage of 

dataset for facial emotion recognition. FER2013 dataset contains more than 35 thousand 

images and more than 28 thousand used for training purpose. Figure 3 (d) shows FER2013 

dataset. The dataset is publicly available and can be downloaded from FER2013 DATASET 

 

 
Figure 3 (a): Ck dataset 

 

 
Figure 3 (b) : Custom dataset - face data 

 
Figure 3 (c) : Custom dataset – game scene data 

 

 
Figure 3 (d) : FER2013 dataset 

 

4 Project Development 
 

After collecting all data and storing it on drive or storage place, Colab notebook can be 

launched. Click on File , followed by Open notebook. As all the code files are stored in 

.ipynb file it can be opened easily and will contain all previous run results. You can mount 

drive or use notebook storage space for uploading and accessing dataset. There is option to 

run one by one or can be run simultaneously.  

 

4.1 Importing Library: 

 

All the required python libraries and packages are displayed in Figure 4. The colab 

platform comes with several preinstalled version and libraries. If necessary, please 

install required libraries in your environment. Thes libraries are freely available and 

can be easily installed from official python site. 

 

https://www.kaggle.com/datasets/msambare/fer2013
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Figure 4: Packages used in Project 

 

 

 

4.2 Importing Files: 

 

As Code environment is google colab, all dataset and files are stored in drive for easy 

access. Figure 5 shows importing process of Google Drive where data is stored and 

how files are accessed throughout research. As multiple code files used in this 

research models should be saved in desired storage space and should be imported. 

Figure 5 shows method loading of pretrained models in this project. 
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Figure 5: Importing Files 

 

 

4.3 Preprocessing and  data validation: 

 

Data validation is important part of exploration. Figure 6 shows code implementation 

for Data validation techniques used. 
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Figure 6 : Data validation 

 

Preprocessing: As custom datset contain different sizes and colored datapoints. 

Preprocessing techniques like resize and imread and data exported as shown in Figure 

7 for both face and game scene image dataset. 

 

 



7 
 

 

 
Figure 7: Preprocessing  

 

4.4 Modelling: 

In this research 3 main methods used. All machine learning models are deep learning: 

CNN, RNN-LSTM and CNN transfer learning. As show in below implementations. 

For multi input CNN, make sure to train CNN models created with multi dataset 

combinations and save and later import them in order to combine them as shown 

below for final model part. In case of Transfer learning also similarly models should 

be saved and imported later as combination. For RNN-LSTM case, model features are 

saved and fed as input to LSTM models. All these implementations shown below. 

 

A. Method 1: Multi-input CNN 

Multi-input CNN model is implemented in research. CNN model used shown in 

Figure 8. For Mult input combination of CNN implemented shown in 11. 

 
Figure 8: CNN model 

 

B. Method 2: Transfer Learning 

Transfer learning methods used in this research are of two pretrained models 

VGG16 and RESNET CNN. Figure 9  shows CNN VGG16 pretrained model.  

Figure 10 shows CNN ResNet pretrained model. While this model is implemented 

in  method 3 and method 1 its part of transfer learning so shown here. 
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Figure 9 : Transfer learning VGG16 

 

 
Figure 10 :Transfer learning RESNET 50 

 

C. Method 3: RNN-LSTM 

Figure 11 shows RNN-LSTM model implementation. RNN-LSTM is 

implemented along with transfer learning models which are same as show in 

figure 10. And features are saved for same. 



9 
 

 

 
Figure 11 : RNN LSTM model 

D. Combining models: 

 
Figure 11:  
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