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A comparative study of CNN, RNN-LSTM, Transfer
Learning model for facial emotion recognition in

context of gaming

Ayush Gole
x23224100

Abstract

The boomed growth of Esports industry, highlights intense competition within
industry and gameplay. This underscores the need of adaptive gaming and deeper
understanding of player emotions with gaming context. By analysing gamers emo-
tions with game context, we aim to develop base for framework for tailoring gaming
experiences according to gamers. Leveraging different neural network models and
methods like CNN , transfer learning VGG16 and RNN-LSTM to compare and find
more suitable one for gaming emotion detection is prime goal of this research. This
research shows initial preprocessing standards needed, data collection and stand-
ardization along side method, models suitable for implementation. This research
will contribute to advancement to adaptive gaming by providing insights of research
models and implementation.

Keywords: Adaptive gaming, CNN, Emotion analysis, RNN-LSTM,
Transfer learning

1 Introduction

There is big booming growth in global Esports industry, mainly because of easy availabil-
ity of internet service and passionate young generation. (Shrivastav; 2024) This increasing
popularity of gaming players and gaming streamers is leading to high interest in game
creation, configuration and understanding of how it works. To facilitate more research
and for business purpose leading experts proposed to categorize into groups. For instance,
Laird and van Lents proposed taxonomies of classification in groups like adventure, hor-
ror, and action serve as concrete bases for exploration of diverse landscapes of gaming
experience. (Laird and van Lent; 2001)

While gaming industry is under continuous advancement and research, creating games
that adapt to number of gamers and platforms remains quite a hard challenge. This is
part of adaptive gaming development process. Adaptive parameters such as player’s
emotions, player’s skills, and device capability tailoring them for better performance is
primary goal of adaptive gaming. This concept grew exponentially after the usage of
serious games for military gaming use cases, where gaming environment showed random
adjustments to create numerous unknown situations. (Xu et al.; 2018) While tradition-
ally gaming analysis focused mainly on high-level strategic insights by human roles such
as game analyst, team coaches, slowly it has started to integrate with more advanced
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digitized methods. A deeper understanding of player emotions and health is necessary
for optimizing gameplay and gaming experiences.

This research study delves into enhancing player’s experience by leveraging gamer’s
facial emotions in context of game scenes such as boss fights, 1vs 4 situations, regular
driving in gaming world. The study seeks to develop foundation for adaptive gaming
which will tailor gameplay experience with gamer emotions by comparing various emotion
detection methods. This research builds upon existing studies of facial emotion detection
experiments and knowledge of gameplay-associated emotions. These research findings
will help bridge gap between traditional method and the emerging possibility of real-time
gamer’s emotion detection with game context for adaptive gaming.

The subsequent sections deep dive into study in section 2 Related foundation work,
section 3 research methodology which is proposed, section 4 design architecture of research
methodology and section 5 implementation of research. Following this section 6 explains
evaluations of experimented methodology and section 7 concludes with conclusion of this
research study and future work.

2 Related Work

Previously explored methods for emotion detection and related gaming papers are the
main topics of discussion in this section. Prior research has explored gaming-related
emotion analysis on various other parameters and methods such as ECG, EMG, and
facial emotion detection is explored with various machine learning models as well. These
corresponding methodologies address problems separately through only facial emotion
detection or gaming emotion analysis through physical signal parameters respectively.
To enhance gaming emotion analysis in real time with simpler implementation is primary
aim of this research by comparison of models.

2.1 Prior Research on Game Emotion Analysis

Affective gaming is detecting real-time emotions of players during various gaming stages
and enhancing gamers engagement. (Kalansooriya et al.; 2020) Affective gaming is similar
to adaptive gaming concept. This paper studies utilizing real-time physiological signals
such as ECG, EEG to monitor emotional state of gamers. By analyzing gamer’s emo-
tional state and level, the adjustments in game can be done by adjusting parameters
such as Background music, difficulty level. This paper is researched Car racing games
and relative emotional state, by utilizing EEG signals of player. The paper includes EEG
signal modeling and developing machine learning models like BR, CC, Knn, RakEL that
have been employed to categorize music excerpts based on gamer’s emotional impact, en-
abling game to tailor soundtrack in terms of frequency to player’s current mood. RakEL
produced highest accuracy of 58% out of all this. While study serves significant founda-
tion for adaptive gaming progression but lacks in wider range of parameters.For example
number of emotions considered in this study, number and categories of games considered
for study, machine learning models, emotion detection techniques.

The second study case delves into integration of affective computing with gaming con-
text and challenges with same.(Yang et al.; 2018) The study deep dives into physiological
signals like EMG, ECG, EDA, respiration and body moment with help of accelerometer
to find relationship with gaming emotional state. Study highlights the difficulty of emo-
tion control in various gaming scenarios, which showcase need of more refined stimulation
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techniques. The study utilized various physiological signal to capture emotional state in
gaming events by employing machine learning techniques to model emotion recognition.
The study also discusses peripheral physiological signal struggle to detect and imprint
small changes in short period, particularly capturing the subtle changes in emotions.
This shows it might miss more complex feelings. It is important to address cognitive
biases in subjective evaluation, as it will impact accuracy of emotion detection model.
Furthermore, it shows importance of feature selection, and segmentation on model per-
formance which drives optimal results. At the end author concluded with importance of
personalized models that will account for individual’s physiological responses and emo-
tional responses. Study furthermore talks about need for more physiological signals and
different gaming emotion categories consideration and underlying issues with employed
methodology.

Previous studies use EEG for detection of single emotion and gaming categories,
whereas it’s important to study it for wider range of games and emotions. By analyzing
EEG signals from input of players researchers aimed to classify emotions into 4 categories:
Bore, Stress, Happy, Relax. (Khan and Rasool; 2022) The study employed various ML
models like SVM, GBM, Random Forest to extract features from EEG data for emotion
classification. GBM classifier worked best in this study with 82% overall accuracy. Hy-
brid approach of combining wavelet domain feature, frequency, time period for analysis
yields better results. However, this hybrid combination analysis highlights limitations
like Data acquisition from EEG signal, individuality of gamers data, EEG based emotion
recognition and method implementation. The author describes need of future research
exploring more advanced ML models like deep learning, to improve accuracy. Also EEG
can be combined with other modalities such as facial expression or more physiological sig-
nals for robust emotion recognition. This study gives concrete base for Adaptive gaming
research and direction for research.

Other than physiological signals like EEG,ECG next study investigates the feasibility
of using pen-based input data and in-game performances of player’s emotional states.
(Frommel et al.; 2018) The researchers employed machine learning models SVM, Random
Forest, dummy classifier, RF(LNO) for classification of emotion of players in specific
gaming intensity levels of valence, arousal, dominance. Random forest classifier showed
best F1 score of 0.577 here. The study done on serious games showed promising results
but also highlighted limitations in research method. This includes biased subjective
evaluation, the limitations of physiological signals, the limitations of controlling emotional
responses in various gaming scenarios, and similar to previous studies, impact of feature
selection and segmentation for optimized performance.

The study suggests machine learning models like random forest, SVM can be employed
for custom-made serious game to capture and predict gamer’s emotions. The results
show further scope of refining feature extraction for better results and accuracy. This
study underlines use of newer method of using pen-based input as physiological signal
for analysis of player’s emotions but it lacks in many areas. Such as it only includes one
category- serious game and also has limited range of emotional levels considered. Also,
method only considered different models but not different types of games. This method
shows promising ease but needs further development as all games cannot be incorporated
with pen-based input.

Multimodal Game Frustration Database can be employed for research in adaptive
gaming and human-computer interactions.(Song et al.; 2019) All previous research shows
particular game categories and selected machine learning model deployment in order
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with physiological signals, whereas this database research captures and uses audio, video
data of individuals experiencing frustration. The study enables the development and
evaluation of Automatic frustration emotion recognition system with MGFD.

The author proposes more prominent method of combining audio and visual features in
order to utilize method like SVM, LSTM-based models, and feature selection. The study
shows best results with LSTM model (60%) and Audio-Video data, but also highlights
challenges of capturing and recognizing subtle range of emotions associated with MGFD,
particularly with fast changing gaming environment. This study serves as promising base
for development of adaptive gaming systems. It also underlines future research direction
including wider range of emotions, wider range of game datasets. This study’s results
show need of explore of more sophisticated feature extraction methods, refine models
and methods. The research only delved into frustration emotion. Future directions of
expanding database can include wider range of emotions and gaming contexts. These
researches show different methods for particular emotion detection in gaming context
and need of development of system with features that should be considered for same.

2.2 Prior Research on Facial Emotion Analysis

There are numerous methods of facial emotion recognition. The study by author invest-
igates facial emotion recognition using CNN -ResNet50v2 architecture on large dataset.
(Bayunanda et al.; 2022) The study is done on 35887 images dataset mainly for im-
pact of epochs on accuracy of overall model. Initial trained model on 25 epochs showed
poor result and high loss , as numbers of epochs gradually increased accuracy improved
and loss reduced significantly. The study suggested higher number of iterations resulted
in better classification of new images and identified anger as dominant emotion due to
dataset. However initial high loss value indicated potential issue in dataset or model
that requires further investigation. This study gives us concrete base in this research for
method selection as it shows prominent results with FER2013 dataset.

There are multiple pre-trained models so its important to choose one for emotion
recognition. The study by authors deep dives into various ResNet pre-trained models
for facial emotion recognition. ResNet101V2 models showed best result among all tested
pre-trained models by accuracy of 93%. (Gondkar et al.; 2021) Other models like Res-
Net152V2, ResNet50V2, and mobilenet also shows prominent results which is around
same accuracy of ResNet101v2 model. Mobilenet which is comparatively smaller model
than others also perform well for real time applications, as showed by its Android de-
ployment application example. This study showcases potential of using transfer learning
for facial emotion recognition model tasks, whereas it also shows challenges with same.
Based on training dataset and application it is important to choose potential model, in
this study author chose Mobilenet even though its accuracy is less compared to others.
The study doesn’t show prominent and distinctive conclusion about model selection but
necessities in parameter tuning.

The similar model of deep learning like RNN can be employed with more advanced
techniques for facial recognition too. On this idea research paper investigated how re-
current neural network (RNN) model can be used, as moreover Long short-term memory
network (LSTM) for facial emotion recognition system. (Mostafa et al.; 2018) The model
shows promising results for emotions like anger, disgust by employing LSTM model
trained over sequence of facial frames. The model effectively captured dynamic nature
of facial emotion from dataset leading improved accuracy between distinguishing differ-
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ent facial emotions. This method application shows prominent path for facial emotion
recognition of neural networks that overperformed traditional models.(82%) The study
successfully concluded with suggestion of various use case applications, while the study
findings is limited to sequence of frames and perform well, particularly for anger, disgust
only. Also, it requires video data and suggests applications under specific frames which
limits its usage. For this research, it shows prominent methods that can be applied.

There are multiple models that can be employed for facial emotion recognition and
comparing them is important. This research deep dives into the application of various
machine learning model like Support Vector machine (SVM), Random Forest, CNN,
RNN, and Long Short-Term memory network for facial emotion detection. (Negi et al.;
2024) The study showed RNNs employed together have superior performance than other
models for facial emotion detection. The integration of deep learning models like CNN,
LSTM in this experiment showed promising results but also showed critical challenges for
facial emotion detection applications. The implementation result shows challenges like
bias in dataset, Real-time performance, cross-cultural recognition, and subtle emotions
recognition. Also it underlines biggest challenge of using deep learning model computation
expense with real-time integration. This research gives us broader base for this research
for model selection and base learnings.

2.3 Summary

Above extensive study deep dive into emotion recognition within gaming context and fa-
cial emotions. Prior research methods for gaming emotion detection focused on physiolo-
gical signals and particular gaming categories. These studies isolate to specific game
genre , modality or range of emotion. While this study shows physiological signals of-
fering granular insights, they require particular equipment and are efficient for subtle
emotion nuances detection only. Studies further suggest optimizing detection methods
by employing various methods, which leads to base of this research of using facial emotion
detection method.

The literature review on facial emotion recognition methods focuses on deep learn-
ing methods. They highlight effectiveness of CNN particularly RESNET architecture for
classification. The study highlighted use of transfer learning models for model improve-
ment. Additionally, LSTM is explored for pattern recognition. The study serves base of
research by highlighting various pros, and cons of these methods like dataset bias, real-
time performance, hyper parameter tunings needed for various applications. The study
highlights potential use case of deep learning model on game scenes. Both these case
studies help to explore application of deep learning models on facial emotion recognition
in context of gaming.

3 Research Methodology

The following sections describe the corresponding structure and the methodology used
for comparing various ML models for facial emotion detection with gaming context. The
accompanying section’s specific major objective is to understand detailed description
of dataset and go into details about various types of methods that has been utilized
throughout study. The research process employed in this research study involves several
distinct stages. The research study starts with finding idea and filed of research of
interest. It further goes into initial literature review to establish foundation for relative
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research domain and deeper topic. This initial review provides comprehensive methods
and results of existing research, identifies future directions, gaps, and direction for future
methodologies and questions that can be addressed or studied. Following initial literature
study process outlined in figures and boundaries for study, the next step formulating the
research question. This was followed by in depth and more relevant technical literature
review. This in-depth and technical literature helps for preliminary findings which can
be addressed while further design and implementations. Building upon these concrete
foundational stages, research progresses with designing methodologies and acquisition of
all relevant datasets and libraries. The subsequent phase is conducting experiments means
implementation and execution of the designed experiments. This is phase is directly
influenced by previous stages of literature review, research question formulation, and
methodology designing.

The final stage of process is detailed analysis of results and the subsequent writing of
thesis. This stage entails thorough analysis of data collection, finding throughout process
and experiments which then serve as the foundation for thesis composition.

3.1 Proposed methodology

Figure 1: Proposed Methodology

The Figure 1 shows proposed methodology for research study. Methodology mainly
works in four stages as shown in the figure. The initial phase is very important for
research which is data collection and acquisition. Obtaining two publicly available Face
Image Dataset : CK+ and FER2013 is critical step, particularly selecting this dataset
is result of previous literature reviews. Alongside this custom dataset is created, which
contains Game scene images and Gamer’s face images. Custom made dataset is created
by author of this research. Particular frames from YouTube streams of famous gaming
streamers is selected, and then categorized into different emotions associated with them.
This process has captured frames that showcase particular emotions. This colored image
dataset is stored similar to CK+ and FER2013 folder structure. Once this custom-
made dataset is created, custom-made face image dataset is combined with the other two
datasets for future application for combinational study purposes.

The second phase includes Data preprocessing of collected data. There are now two
combined data sets one is a custom-made face image dataset + CKplus dataset and other
one is custom-made face image + FER2013. The custom-made face image dataset has
RGB and irregular sizes from range 400x300 to 500x380. Whereas the publicly available
datasets CK+ and FER2013 have standardized size of 48x48 and is Gray scaled for better
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modeling. So, custom made face image dataset is pre-processed and augmented in this
phase, so it is ready for next phase as Pre-processed dataset.

Once Second phase of data preprocessing is completed, third phase of data modeling
can be initiated. Pre-processed dataset from previous stage is applied to three selec-
ted methods. From previous literature reviews future scope, this study explores three
methods of Multi-input CNN model, Transfer Learning CNN VGG model, and RNN
LSTM model. Both pre-processed datasets are applied to all three models for analysis.
Once models are ready performance metrics will be applied to understand and compare
performances of models.

At the final stage, all performance of all models is collected together. Then these
performances are compared with each other. Model performance is evaluated with Ac-
curacy metrics and computational efficiency. Along with these trained model’s metrics,
more constraints are considered which are tuned while training and modeling. These all
findings and result comparisons then can be added as research final findings.

3.2 Dataset Description

As mentioned in the above section, the “CK+ dataset” and “FER2013 dataset” datasets
available for the public from Kaggle open repository are used as open-source data sources
for one of primary objectives of face emotion detection. A custom-made dataset is cre-
ated with the help of open-source tool You tube platform for collection. This dataset
contains both face image and game scene image datasets, which addresses both objective
of emotion detection for gamer’s face and game scene

3.2.1 Cohn-Kanade Dataset

The Cohn-Kanade 48 dataset is widely used for face emotion detection studies in previous
papers and was created mainly for same purpose.(Lucey et al.; 2010) The proposed paper
showcase use-case of CK dataset and all the insights of dataset for emotion detection
applications. There are different versions available like extended too but 48 is easily
publicly available and subset of CK+. The dataset contains 981 images with 7 emotions
annotated: anger fear, disgust, happened, sad, neutral. Previous studies showed great
results with usage of this dataset.

3.2.2 FER2013 dataset

After reviewing multiple paper and dataset availabilities FER2013 dataset is most suit-
able for this research.(Zahara et al.; 2020) As proposed in paper FER2013 is more ideal
for micro expressions emotion detection applications. FER2013 dataset provides found-
ational resources for establishing baseline for facial emotion recognition. This data set
have images standardized to size 150x150 and grayscale images. Total 35,887 images in
dataset each annotated with seven emotions: anger, fear, disgust, happened, sad, neutral.
This dataset is widely used for initial modeling and training.

3.2.3 Custom dataset

The custom dataset is created particular for this research. There are number of images
captured from open-source platform YouTube. As the data collection is not done by any
standardized tool image sizes vary from 400x300 to 500x400. The dataset contains total
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game scene images 193 for all emotions: anger, fear, disgust, happened, sad, neutral. It
also contains 52 images of gamer’s face.

Figure 2: Custom dataset collection information

Figure 2 shows how which games, streamers and situations are considered while cre-
ating dataset. Data collected is based on various streamers and games information as
follows:

3.3 Dataset EDA, Preprocessing and Validation

While working with open-source datasets, thorough exploratory data analysis is crucial
step for researching and modelling. By understanding data insights, informed decision
for preprocessing and modelling can be made.

Figure 3: CK dataset exploration

CK dataset and FER2013 contain images for seven types of emotions and is important
to explore how many each emotion has datapoints. Figure 3 shows the distribution of
data points according to each emotion for CK dataset and Figure 4 shows for FER2013
dataset. Missing data can reduce overall effectiveness of ML models, which results in
biased model prediction and unreliable insights. To ensure dataset is well-integrated
dataset has been verified if there are any data points missing or contain any null values.
Analysis confirmed there is no absence of any such issue.
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Figure 4: FER2013 dataset exploration

Understanding properties of data points is also crucial for the Preprocessing step. For
model selection and reproducibility, consistency of research understanding properties of
data points like Dimensions, dtype, min and max value is important. Figure 5 shows
properties of data point in happy folder of CK dataset and Figure 6 shows datapoint of
happy folder of FER2013 dataset

Figure 5: CK properties Figure 6: FER2013 properties

Preprocessing and Data augmentation: Based on previous EDA and to make data-
set ready for modeling various preprocessing data augmentation techniques have been
employed as follows:

Rescaling: Pixel values of images are rescaled normalized to range from 0 to 1to ensure
consistency and prevent numerical instability.

Grayscale conversion: Images that were in RGB format are converted to Grayscale
for better training purposes.

Horizontal Flipping: Images are randomly flipped horizontally to account for variation
in dataset.

Zooming and Rotation: Datapoint images are randomly zoomed by range 80 to 120
percent and rotated with range of -10 to 10 degrees to simulate data augmentation tech-
niques for different viewing perspectives. Channel shift: The color channels in data points
are randomly shifted by 10 percent to introduce variation in datapoints brightness.

Data validation: To ensure the accuracy of dataset which can replicated further
and be more robust of facial emotion detection model, datapoints must be rigorously
tested so models can be easily implemented into real-world applications. In previous step

9



after completion of data augmentation in which images are flipped to increase diversity in
dataset resulted in increased model generalization and training. For validation purposes
mapping facial points and checking with further steps can help rigorous testing. Facial
landmarks like nose, eyelids, and mouth the main 5 key points of face are plotted on some
random face images using dlib library.

Figure 7: Data validation: face mapping original image and flipped image

In figure 7 first image shows facial landmarks mapped on original photo and second
shows landmarks mapped on flipped image. To test datapoints same datapoint is flipped
horizontally and again pretrained shape predictor was employed to plot and map facial
landmarks. The coordinates of facial landmarks of original image and flipped image were
appropriately adjusted. This data verification process showed reliability of dataset and
facial features extracted from them, which will contribute to overall accuracy of further
model deployments.

3.4 Methodology

For first machine learning model in this research, multi-input CNN ML model is trained.
In real-world applications, data comes from multiple different sources or modalities. For
instance, in this research, data is acquired from multiple sources two are publicly available
datasets and one is custom-made from YouTube. Multi-input CNN is a powerful ML
Model for handling such cases. (Sánchez-Cauce et al.; 2021) In this research for first
method multi-input CNN model is used multiple times. Multi-input CNN model is first
employed for face image dataset combinational learning. Then it is employed for multi-
input models like face image model and game scene CNN model for creating combined
model. Key advantage of using this method is it enhances feature extraction from multiple
data sources/ datasets which is case in this experiment. Along with multi-input CNN,
pre-trained model ResNet50 is used for face models for better results.

Second machine learning model employed in this research is Transfer learning with
CNN-VGG16 pretrained model. Transfer learning is method of using pre-trained models
knowledge gains from large datasets and applying it to new tasks. In this study CNN-
VGG16 ImageNet pretrained model has been employed on research datasets. (Habibul-
lah et al.; 2023) The pre-trained model is applied to both combined face dataset and
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game scene dataset for emotion detection. Then these trained models are combined fur-
ther for final combinational model creation. The transfer learning model is created by
freezing base layers and excluding top layers, which helps fine-tune model and train more
concerning the new assigned task dataset.

Last machine learning model employed for Gaming facial emotion detection research
is RNN LSTM. RNN- Long short-term memory model is beneficial for sequential image
datasets or video datasets. (Khademi et al.; 2022) For real-time application of this re-
search, it is very important to experiment task of facial and gaming emotion detection
with the datasets. The dataset used in this experiment is not sequential or video dataset,
so transfer learnings is used at initial stage of experimenting third method. The initial
models are trained with CNN-ResNet50 transfer learning for both face, game scene data-
sets. Then sequential model is constructed over both model learnings, comprising of two
LSTM layers having a dropout layer for regularization. This model of transfer learning
along with RNN-LSTM gives base insights for future real-time applications.

4 Design Specification

The following sections describes corresponding system architecture of each method em-
ployed in research process.

Figure 8: Method 1 Multi-input CNN

The Figure 8 shows design architecture shows multilevel architecture of multi-input
CNN model. Design architecture begins with data collection and preprocessing at initial
level. Followed by on level two multiple CNN models trained over datasets, separately
for game scene, and multiple face image datasets. In the final level, combined models are
constructed from previous level models, and evaluated created models.

The designed architecture is shown in Figure 9 leverages multi-level transfer learning
CNN-VGG16 architecture model. The initial stage involves data collection, and dataset
gathering followed by data preprocessing. Subsequently, in the next stage, pre-trained
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Figure 9: Method 2 Transfer learning CNN VGG16

model CNN- VGG16 which is trained over vast datasets applied on research datasets,
and specialized models are created tailored for specific tasks. In the final stage, these
models are combined and integrated together to develop final models. Once combined
models are ready, overall performance of the models is evaluated. This multilevel trans-
fer learning design approach leverages pretrain models’ knowledge gains and adapts the
unique characteristics of research datasets.

Figure 10: Model 3 RNN LSTM

Figure 10 shows the designed architecture of method 3 which utilizes a multilevel
combination of transfer learning & RNN-LSTM. In the starting level of architecture
dataset is collected and pre-processed for further application. Subsequent level is cre-
ated model by utilizing transfer learning with pre-trained model CNN ResNet50.Then
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features from models trained over research datasets are saved. On the next level, these
features are combined and fed to the RNN-LSTM network, which will inherent sequen-
tial dependencies between features from previous models. The final models are evaluated
using evaluation metrics. This design architecture aims to effectively capture temporal
patterns and spatial within the dataset.

5 Implementation

Figure 11: Implementation

The associated study’s implementation is depicted in Figure 11. The whole imple-
mentation of this research study is carried out by using Python coding language which is
more suitable and easier for machine learning and coding practices. For initial Dataset
collection Kaggle dataset library is used to find and download CK and FER2013 datasets.
The open-source streaming platform YouTube is used for creation of Custom datasets.
Open live-streamed video of gamers with high quality is used for creation by capturing
frames according to requirements. These images as data points are stored similarly to
other dataset structures. The exploratory data analysis is done on these datasets to un-
derstand data insights using various inbuilt libraries like NumPy and pandas. Following
this Preprocessing step is done on dataset for further application. TensorFlow library’s
preprocessing function provides numerous functions for the same. ImageDataGenerator
function from preprocessing library is employed for preprocessing step implementation.
For facial image models there is more than one dataset is employed so a local function
combined generator is created. For modeling step implementations TensorFlow library
keras provides all required libraries. During implementation, various libraries like mod-
els, layers, applications, and utils are imported from Keras for machine learning model
training.
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6 Evaluation

Deep learning models have been successfully included in this research study of facial
and gaming emotion detection model comparison. This section provides summary of
evaluation of models that are employed for research study. This evaluation analysis
significantly explores insights during experimentation.

6.1 Experiment Method 1

Implementation of multi-input CNN model on the research datasets. In this implement-
ation, first two models need to be evaluated which are a combination of 3 facial image
datasets. The accuracy of CNN model trained over (a) CK & Custom dataset is 90 %
and (b) FER2013 & custom dataset is 93.27%.

The combination of FER2013 and custom dataset model shows slightly better results
than CK & custom dataset combined model. Even though FER2013 has larger dataset
than CK, the accuracy change is small because the CK dataset is created for experiments.

It is very important to validate the computational cost of each model. Table 1 shows
the time taken by each model for training. The computational cost for each model is
as follows: CK + Custom dataset is trained over T4 GPU hardware accelerator for 31
minutes. FER2013 + Custom dataset is trained over T4 GPU hardware accelerator for
44 minutes.

Table 1: Training time
CK + Custom
dataset

FER2013+ Cus-
tom dataset

Game scene
dataset

Training Time (in min) 31 34 9

The accuracy of CNN model trained over custom game scene data is 71.795%. The
model shows great accuracy but was trained 20 epochs cycle. The computational cost is
a model trained for 9 minutes over CPU hardware accelerator.

At the end of the first method implementation the accuracy of combined models,
pre-trained models: face image dataset model, and game scene dataset model are com-
bined and accuracy is 73.54 %. The computational cost for this training is 7 minutes of
computation over T4 GPU hardware accelerator.

6.2 Experiment Method 2

Implementation of transfer learning CNNmodel on the research datasets. In this case, two
models with transfer learning need to be evaluated. The accuracy of CNN VGG16 transfer
learning model trained over (a) CK & Custom dataset is 77.05 % and (b) FER2013 &
custom dataset is 23.95%.

The combination of CK and custom dataset model shows a better result than FER2013
& custom dataset combined model. Due to large dataset, FER2013 is trained over less
learning rate to find optimized computation cost and accuracy.

Table 2 shows the time taken by each model for training. Table 2 shows importance
of the computational cost for training models in research study process. The computa-
tional cost for each model is as follows: CK + Custom dataset is trained over TPU v2-8
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hardware accelerator for 40.6 minutes.FER2013 + Custom dataset is trained over TPU
v2-8 hardware accelerator for 102.5 minutes.

Table 2: Training time
CK + Custom
dataset

FER2013+ Cus-
tom dataset

Game scene
dataset

Training Time (in min) 40.6 102.5 12

The accuracy of transfer learning CNN VGG16 model trained over custom game scene
data is important part of research study. The transfer learning from CNN VGG16 with
imagenet weights shows a great accuracy of 82.46%. The model shows great accuracy but
was trained for 10 epochs cycle. The computational cost is model trained for 12 minutes
over the CPU hardware accelerator.

For accuracy of combined models, pre-trained models: face image dataset model and
game scene dataset model are combined, and combined model accuracy for (a) CK &
Custom dataset with game scene image is 83.38 % and for (b) FER2013 & custom dataset
with game scene image is 34.14%. The computational cost for this training in both these
models is 12 minutes and 9 minutes respectively. They are of trained over TPU v2-8
hardware accelerator.

6.3 Experiment Method 3

Implementation of transfer learning with RNN- Long short-term memory model on the
research datasets. In this implementation, CNN ResNet50 transfer learning model needs
to be evaluated. The accuracy of CNN transfer learning model trained over CK & Custom
dataset is 92.32 %. This model is trained for spatial learning for future application so
this transfer learning method is evaluated too.

It is very important to validate the computational cost of the model. Following table
3 shows the training time taken by models. The computational cost for each model is
CK + Custom dataset is trained over T4 GPU hardware accelerator for 28 minutes.

Table 3: Training time
Face image dataset Game scene dataset

Training Time (in min) 28 8

The accuracy of the CNN ResNet50 transfer learning model trained over custom game
scene data is 81.62%. The model shows great accuracy but was trained 5 epochs cycle.
The training model over the game scene dataset required 8 minutes with the use of CPU
computation.

The combination for Long Short-term memory model, the face image transfer learning
model, and game scene transfer learning models are combined together create a unified
model with the RNN-LSTM method. This combined model achieved an accuracy of
80.66%. The computational cost for this training is 5 minutes of computation over a T4
GPU hardware accelerator.
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6.4 Final comparison of all experiments

Accuracy: Accuracy is an important metric for evaluating any machine learning model
on a first basis. Accuracy signifies total correct predictions with total prediction with a
given dataset by the trained model.

Accuracy =
True Positives+ True Negatives

True Positives+ True Negatives+ False Positives+ False Negatives
(1)

The above formula (1) shows a mathematical representation of calculating accuracy
for machine learning models. A higher accuracy percentage shows models are trained
well and can classify emotion based on input images well, which is an essential case in
this research study. The following Table 4 shows the comparison of accuracies of all
experimented methods throughout this research.

Table 4: Accuracy comparison of all methods
CK + cus-
tom face im-
age dataset

FER2013 +
custom face
image dataset

Game scene
dataset

Combined
model

Method 1 90 .24 93.27 71.79 73.54
Method 2 77.05 23.95 82.46 83.38 & 34.14
Method 3 92.32 N.A. 81.62 80.66

The following Table 5 shows the comparison of epochs taken to achieve optimized
accuracy of all methods throughout this research. The epochs taken to train each model
vary and are an important factor influencing model performance and computation time.
In this research study, multiple numbers of epochs have been tried to find an optimized
number that balances accuracy and training period. Increasing epochs yielded diminish-
ing results like overfitting and increased computational time, whereas decreasing epochs
resulted in worsened accuracy. The below table shows a count of epochs for optimized
training.

Table 5: Number of epochs
CK + cus-
tom face im-
age dataset

FER2013 +
custom face
image dataset

Game scene
dataset

Method 1 5 5 20
Method 2 10 5 10
Method 3 5 N.A. 5

6.5 Discussion

Concerning the experiment, the outcome showed significant improvement in accuracy
and comparison between different methods. Initial experiments showed the importance of
preprocessing game scene image dataset, which consisted of varying size images and RGB
colored format. To optimize computation cost after multiple testings, training images are
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resized to standard size of 150 x 100 and greyscale color format for game scene images.
Data is collected specifically for this research purpose but variety in data points is limited
and size of the dataset is around 200 only. This small-sized dataset poses challenges to
train robust models. The dataset contains various game data points made with less
variation, which results in models easily overfitting. Some data point images contain
game scenes as well as the small size of gamer’s face in corner too, which introduces noise
and inconsistency. These limitations and issues in dataset can contribute to overfitting
and hinder models’ overall performance to generalize unseen data. Future research can
focus on expanding datasets, using advanced data augmentation, and investigating more
advanced techniques to avoid limitations due to limited datasets.

Multi-input Convolutional neural network method proved to be an effective approach
to this research study task, showing better results and easy deployment. Whereas creating
CNN from scratch takes greater number of epochs which can be seen in game scene
image model creation. Models’ performance was influenced due to multiple games and
the limited size of data points while creating the game scene image dataset. To encounter
this data augmentation techniques have been employed in research study. Furthermore,
while combining models different sizes and data distributions posed challenges to the
overall performance of model.

While implementing Transfer learning model, the necessity of consideration of com-
putation cost for training time with larger datasets can be highlighted. As shown in
evaluation section computational cost transfer learning on bigger dataset in this study
proved to be computationally intensive, necessitating adjustments of significant para-
meters like batch size and smaller learning rate for optimal performance. For real-time
application selection of proper pre-trained models, fine-tuning parameters is necessary
to balance models’ accuracy and computational cost. For example, in this study overall
computational cost for game scene image dataset training is less due to smaller dataset
size and complexity.

RNN-LSTM is well suited for capturing sequential patterns in datasets, whereas in
this research study their application to image-based datasets, and limited datasets poses
challenges. In this study, we leveraged RNN-LSTM model for a gaming facial emotion
detection study. Despite model’s strong accuracy on training dataset, its ability to gen-
eralize unseen, new data may be limited due to the limited dataset and lack of sequential
pattern in the dataset. To encounter and achieve this high accuracy data augmentation
technique is employed in this study. Furthermore, investigation and experimenting need
to be conducted with extended dataset containing video data points to fully assess the
application of RNN-LSTM for gaming facial emotion detection study.

7 Conclusion and Future Work

In conclusion, this research study investigated comparison of different machine learning
methods and models for detection of gamer’s facial emotion recognition during a specific
gaming context. The research study demonstrates various findings from preprocessing,
parameter tuning to method selection. Multiple initial experiments indicated need to
resize game scene image data to 150 x 100, grey-coloured format for yielding better
results. Minimizing size of game scene data less than above makes model overfitting and
increasing size results in increased computational cost.

Transfer learning with large pre-trained model CNN VGG16 with ImageNet weights
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shows greater results for game scene data models whereas for facial image dataset models
CNN ResNet50 shows better accuracy. Transfer learning with larger datasets can in-
crease accuracy on a significant level, but it also tends to increase computational cost. In
contrast, models trained over relatively smaller datasets can also achieve substantial per-
formance gain and accuracy. RNN-LSTM model which is traditionally used for sequential
datasets or video datasets, was found adaptable after training over image datasets, espe-
cially with help of data augmentation performance can be achieved.

Based on conclusion, there are multiple future areas of scope that can be addressed
with this research study finding. Future research could focus on the expansion of the
game scene image dataset to include diverse games and larger number of data points.
Additionally exploring more advanced state of art transfer learning methods that can
balance models’ accuracy and computational cost will help in real-life use case imple-
mentation. The development or usage of advanced standardized techniques or tools for
data collection and dataset creation will facilitate future research studies. This will en-
able more reliable and innovative comparisons between newer more advanced methods
and models.
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