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1 Introduction

It is recommended to follow all the steps proposed in this manual in order to execute
the code that is a research project document that should accompany this configuration
manual. This document will guide on the requisites both hardware and software that is
essential to run the coding programs.

2 Machine Hardware requirements

In order to run the code, the following machine hardware will need to be met for the
project to work. The machine that preformed this research configuration is: 16gb RAM,

13th Gen Intel(R) Core(TM) i7-1360P 2.20 GHz, 64-bit OS, Windows 11 Home Single
Language.

3 Machine Software requirements

The following software requirements are needed to run the code and are the ones that
have been used. Anaconda is used as the environment for the research code. Python was
used as the language for this project and version 3.7 respectfully. Jupyter notebook is
needed, Microsoft excel is needed as data stored as csv file. Overleaf was used to write
the research project report and this manual.

4 Environment set up

Here is where the setting up of the Anaconda environment is done, following these steps
will allow the code to run for our research project. The steps are also accompanied by
images to better understand the steps taken.
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Figure 1: Anaconda Interface

5 Data selection process

The following software requirements are needed to run the code and are the ones that
have been used. Anaconda is used as the environment for the research code. Python was
used as the language for this project and version 3.7 respectfully. Jupyter notebook is
needed, Microsoft excel is needed as data stored as csv file. Microsoft word was used to
write the research project report and this manual.
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Figure 2: Dataset

6 Install Libraries

For this research the following libraries need to be installed in order for the research
to completely work, otherwise results may differ depending on some libraries not being



installed correctly. The below list details all libraries used, with example of ipynb.

Pandas
Numpy
Tensorflow
Scikit-learn
NLTK

Word cloud
Seaborn
Transformers

PN OO W

In [16]: M dimport numpy as np # linear algebra
import pandas as pd # dota processing, CSV file I/0
import matplotlib.pyplot as plt
import seaborn as sns
import nltk

from
from

nltk.stem import PorterStemmer, WordHetlLemmatizer
nltk.corpus import stopwords

import re

from
from
from
from
from
from
from

tensorflow.keras.layers impert LSTM, Dense, Embedding, GRU
tensorflow.keras.preprocessing.text import one_hot, Tokenizer
tensorflow.keras.preprocessing.sequence impert pad_sequences
tensorflow.keras.models import Sequential
sklearn.model_selection import train_test_split
sklearn.metrics impert confusion matrix, classification report
wordcloud import WordCloud

Figure 3: Library used

7 Implementation and using the code files

The code files are quite straight forward to use. A quick breakdown of the specifc files
that are in the folder. There are 5 jupyter notebook files which contains the codes for 5
different models which are LSTM, Bi-LSTM, BERT, FFNN, GRU. The folder contains
the Reddit dataset as well which is read seprately in different models . These models and
functions are imported in the relevant jupyter notebooks. This means that the .py files
should NOT be run directly because jupyter notebooks are to be used instead. See each

jupyter notebook file is numbered and we detail a description below of each.

e depression dataset reddit cleaned: The file is a Csv file which contains the

dataset named depression_dataset_reddit_cleaned.csv gathered from Kaggle.

e LSTM: This file Contains the model code for LSTM to obtain the performance of

the model in detecting depressive texts.

e Bi-LSTM: This file Contains the model code for Bi-LSTM to obtain the perform-

ance of the model in detecting depressive texts.

e BERT: This file Contains the model code for BERT to obtain the performance of

the model in detecting depressive texts.



e FFNN: This file Contains the model code for FFNN to obtain the performance of
the model in detecting depressive texts.

e GRU: This file Contains the model code for GRU to obtain the performance of the
model in detecting depressive texts.
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Figure 4: Project Folder containing files.

In order to run each file , open the python notebook files one by one and run the
code. Each code contain the data importing, data preprocessing and data visualization
code which is common for every model.

In [2]: M # Load and preprocess the dataset
df = pd.read _csv('depression dataset reddit cleaned.csv')

# Tokenize the text data

max_features = 18611

tokenizer = Tokenizer(num words=max_features)
tokenizer.fit on_texts(df['clean_text'])

sequences = tokenizer.texts to sequences(df['clean text'])

# Pad sequences to ensure uniform length
maxlen = 1844

data = pad_sequences(sequences, maxlen=maxlen)
# Prepare lLabels

labels = np.array(df['is_depression'])

Figure 5: Data Loading and Processing
To have some idea of the data set , it is visualized.
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[3]: M # Visualize target distribution
plt.figure(figsize=(8, 6))
df['is_depression'].value counts().plot(kind="bar', color=['skyblue', 'orange'])
plt.title('Distribution of Target Classes')
plt.xlabel('Class")
plt.ylabel('Count")
plt.xticks(ticks=[@, 1], labels=['Not Depressed', 'Depressed’])
plt.show()
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Figure 6: Data Visualization

4]: M |# Visualize text length distributien

plt

plt.

text_lengths = df[‘clean_text"].apply(lambda x: len(str(x).split()))
plt.
plt.
plt.
plt.
.ylabel('Frequency’)

figure(figsize=(18, 6))
hist(text_lengths, bins=58, color='skyblue', edgecolor='black")
title( Text Length Distribution')

xlabel( 'Number of Words')

show()

# Print statistics

print(f*Mean text length: {text_lengths.mean():.2f}")
print(f"Median text length: {text_lengths.median():.2f}")
print(f*Max text length: {text_lengths.max()}")
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Figure 7: Data Distribution




7.1 Model Training

Each file contains the implementation of the model for training the data set and then
validating and testing and generating how the model is performing and what is the
accuracy, precision, recall and F1-score. Below is the snapshot of the model implemented

as Feedforward neural network

Iin [7]: M |# Compile the model
model.compile(optimizer=Adam(), loss="binary_crossentropy’, metrics=['accuracy'])

# Trai

n the model

history = model.fit(X_train, y_train, batch_size=64, epochs=38, validation_data=(X_test, y_test))

Epoch
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Epoch
97/97
Epoch
97/97
Epoch
97/97
Epoch
97/97
Epoch
97/97
Epoch
97/97
Epoch
97/97
Epoch
97/97
Epoch
azloT

The same has to be done for the other python notebook (BERT, LSTM, Bi-LSTM,
GRU) inorder to obtain the desired result, just click on the Run button and whole code
will run on a kernel and will generate the accuracy, precision, recall, F1- score.
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Figure 8: Feed Forward Neural Network Implementation
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