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1 Introduction

This manual provides information regarding the environment where the project was de-
veloped. It also provides the outline of how to replicate the project ”Evaluation of the
Detectron2 framework for Instance Segmentation of Multi-Component Meal Images”.

2 System Configuration

The implementation was done in the Google Colab Pro environment. It is a web-based
interactive Jupyter notebook. It provides access to virtual resources like GPU, CPU and
Storage devices. Figure 1 shows some important system information of the Google Colab
Pro environment.

Figure 1: Google Colab Pro System Information

1



3 Libraries

The following libraries were used for the development of this project.

• Os

• PIL

• CV2

• TQDM

• Json

• Torch

• Numpy

• Pandas

• Google

• Random

• Detectron2

• Concurrent

• Matplotlib

While most of the libraries came pre-installed on the Google Colab Pro environment,
libraries such as Detectron2 and OpenCV had be to installed, the pre-installed torch
version was also downgraded to solve the compatibility issues that arose during the de-
velopment. Figure 2 shows the code snippets for the downgrading of the torch library
and installation of the Detectron2 and OpenCV libraries, while Figure 3 contains the
code snippet for the import of all required libraries.

Figure 2: Downgrading Torch and Installation of Detectron2 and OpenCV
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Figure 3: Importing Required Libraries

4 Dataset

This section contains the links to the datasets used. The FoodSeg103 was saved to a
Google Drive folder 1, while UECFOODPIXComplete was saved to a different Google
Drive folder 2.

5 Execution

This section details the step by step execution stages from dataset loading to evaluation.
The code snippet in Figure 4 covers the following:

• Mounting of Google Drive in the Google Colab Pro environment.

• Extraction of the food labels from a text file into a Python dictionary.

• Creating a chart to display the proportion of test and train datasets.

Figure 4: Dataset Exploration

1FoodSeg103 dataset link
2UECFOODPIXComplete dataset link

3
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The code snippets in Figure 5 and 6 shows the random visualisation of images with
a list of the food components present in the images from both datasets.

Figure 5: Visualization of images - FoodSeg103

Figure 6: Visualization of images - UECFOODPIXComplete

The code snippet in Figure 7 shows the conversion of the images and annotations
into the standard COCO format.
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Figure 7: Conversion of images and annotations to COCO format

The code snippet in Figure 8 shows the calculation of class weights and the re-
gistration of the COCO format dataset and class labels into Detectron2’s Dataset and
Metadata catalog.

Figure 8: Class weights calculation and Registration of Dataset and Class labels

The code snippet in Figure 9 show the implementation of custom data augmenta-
tion techniques such as the addition of Gaussian Noise and colour jittering to the data
augmentation pipeline.
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Figure 9: Data Augmentation - Gaussian Noise and Colour Jittering

The code snippet in Figure 10 shows the implementation of Focal Loss, Dice Loss,
modification of the Cross-Entropy Loss to the Weighted Cross-Entropy Loss and compu-
tation of the total loss.

Figure 10: Loss Functions

In Figures 11 and 12, the default trainer is modified to include in-built data aug-
mentation techniques such as random flipping, random rotation etc. The early stopping
functionality is also integrated with the custom trainer.
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Figure 11: In-built data augmentation

Figure 12: Early stopping

The code snippet in Figure 13 shows the instantiation of our Detectron2 trainer
using the PointRend configuration yaml. The training parameters are also set in the
code snippet.

Figure 13: Model Training
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The code snippet in Figure 14 shows the upload of the final model, the weights and
the training outputs to a custom location for reusability.

Figure 14: Upload of final model, its weights and the training outputs to a custom location

The code snippet in Figure 15 is used to generate a plot of the training loss and mean
average precision across different iterations.

Figure 15: Plot of training loss and mean average precision across different iterations

The code snippet in Figure 16 shows the model evaluation and generation of predic-
tions with the final model.

Figure 16: Evaluation of model and generation of predictions
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The code snippet in Figure 17 is used to visualize the image alongsides the ground
truth masks and predicted masks.

Figure 17: Early stopping
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