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Supply Chain Optimization using Data Analytics:
Analysis of Inventory Management, Transportation

Logistics, & Procurement Processes

SIKHARAM SAI NAGA CHARAN
x23141867

Abstract

The supply chain is an organizational network, that includes various factors from
producing to delivering a product, it is difficult to achieve customer satisfaction and
operational efficacy in the current business environment. advanced machine learn-
ing techniques have shown significant results in predicting analysis among various
domains, exploring these advancements in supply chain management to advance
key aspects. Different algorithms are evaluated to recognize the most effective
techniques for accurately forecasting on-time deliveries, the algorithms used in this
research are SVM (Support Vector Machines), KNN (K-Nearest Neighbors), Lo-
gistic Regression, Extra Trees, XGBoost, and Random Forests. From results we
have demonstrated that Random Forest followed by XGBoost AdaBoost achieved
the highest accuracy, these models can improve prediction accuracy and decision-
making for supply chain management. Additionally, an ensemble approach is used
for more robust and less deviations in predictions achieved 99.13% accuracy where
ensemble model uses average of all models considered the final result. Integrating
advanced machine learning techniques into the current supply chain will enhance
the existing model’s customer satisfaction, operational efficacy, and cost reduction.

1 Introduction

Supply chain management has become crucial for businesses to maintain their competition
in today’s market world. supply chain enhancement involves key factors like manufactur-
ing, transportation, and product delivery. All these factors are internally connected and
remarkably affect the overall sustainability of the supply chain. Big data and advanced
analytics have shown significant results in managing huge datasets, now integration of
these models will enhance the overall performance, accuracy, and decision-making of the
supply chain management (Kache and Seuring; 2017). In this study, the data analytics
applications are explored to enhance supply chain management and concentrate on the
enhancement of production, transportation, and product delivery. By using advanced ma-
chine learning approaches, we can explore the dependencies and complex patterns that can
influence the optimization of supply management, cost reduction, and decision-making
across the supply chain. With the assistance of advanced machine learning techniques, it
will be easy to predict the future demand for the products, enhance resource allocation,
and recognize possible errors, overall it will increase the efficiency of the supply chain
(Choi et al.; 2020).
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1.1 Motivation

In today’s world, the demand for an efficient supply chain has increased, as there are key
factors that increase the dynamic nature and complexity of supply chains. Businesses
face multiple challenges disruption in supply, change in customer demands, and great
competition in any field. Classical supply chain managements completely depend on the
historical dataset and reactive strategies, often failing to recognize the limitations. How-
ever, the integration of advanced machine learning techniques and data analytics offers
supply chain management to enhance predicting accuracy and mitigate delays. Several
instances have proved that data analytics have transformed supply chain management
capabilities. For example, (Dubey et al.; 2019) demonstrated that integration of data
analytics has increased customer satisfaction and functional efficiency in supply chain
management. Similarly (Wang, Gunasekaran, Ngai and Papadopoulos; 2016) found that
analytics-driven supply chains will enhance the data visibility and offer more enhanced
predicting decisions and production. Additionally, transportation is one of the key fea-
tures of the supply chain, integrating with advanced machine learning techniques, will
increase the prediction accuracy of possible delays and transportation time, which allows
the business model to enhance the scheduling, assist in cost reduction, and enhance de-
livery timings (Min et al.; 2019). Procurement processes gain from data analytics and
machine learning for its better selection of supplier (Liu et al.; 2015).

1.2 Research Question

This study aims to address the following questions for enhancement in supply chain man-
agement: How are the advanced machine learning models influencing supply
chain enhancement, especially in production, transportation, and procure-
ment processes?

1.3 Research Objectives

The important objectives of this research are:

• To analyze the influence of data analytics on production management and recognize
important patterns that improve production management.

• To explore the advanced machine learning models, to enhance the transportation
logistics, by predicting the delays and finding the optimal routes.

• To use the advantages of machine learning and data analytics for effective supply
chain management.

• To compare the performance matrices of various machine learning techniques and
identify the best model for accurately predicting key supply chain results.

1.4 Methodology

The supply chain is an operational network, it includes several key factors that make
it crucial to analyze and suggest a machine-learning technique for efficient supply chain
management. In this research, we have considered an extensive dataset of real-time
datasets associated with production and transportation tracking. The key attributes
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of this dataset are the vehicle types, transportation distance, delay indicators, booking
dates, and planned and actual estimated arrival times. The main step before training
the model is preprocessing the dataset, which involves cleaning, transformation, and
data visualization to discover the patterns and dependencies in the dataset. Various
machine learning algorithms are implemented to identify the best techniques that offer
more predicting accuracy in supply chain management, mitigating delays, and enhancing
on-time delivery. Machine learning techniques in this research are RF (Random Forests),
XGBoost, AdaBoost, SVM, KNN, DT (Decision Trees), and Extra Trees.

1.5 Contribution and Impact

To train the models real-time datasets are used, this research not only highlights academic
interests but also applies to real-world scenarios to improve the efficiency and robustness
of supply chain management. The results from advanced machine learning models can
enhance every key feature of supply chain management by enhancing inventory manage-
ment and efficient procurement processes. Finally, the integration of machine learning
and data analytics has shown promising results in improving supply chain management,
mitigating transportation delays, and enhancement in customer satisfaction (Chen et al.;
2015).

2 Related Work

2.1 Overview of Supply Chain Optimization

Classical supply chain managements completely depend on the historical dataset and re-
active strategies, often failing to recognize the uncertainties and complexity in the supply
chain management data. This is a great opportunity to develop a novel methodology
by integrating advanced machine learning techniques, big data, and data analytics, to
enhance the overall supply chain management, address production or transportation dis-
ruptions, and mitigate on-time delivery delays performance(Christopher; 2016).

2.2 Data Analytics in Inventory Management

The dataset consists of real-time values, which offers great insights into the dataset, to
capture complex patterns, supply chain risks, and temporal dependencies in a dataset.
advanced machine learning algorithms assist in accurately predicting future demand, re-
ducing excess production, and enhancing the reorder value (Fawcett et al.; 2014). Data
analytics have shown significant results in various fields for effectively managing large
data, this has shown efficiency in supply chain inventory management. For example,
(Wang, Gunasekaran, Ngai and Papadopoulos; 2016) found that analytics-driven supply
chains will enhance data visibility and offer more enhanced predicting decisions and pro-
duction. Similarly, (Choi et al.; 2020) demonstrated that integration of data analytics
has increased customer satisfaction and functional efficiency in supply chain manage-
ment. These instances outline the importance of data analytics in enhancing supply
chain management by reducing costs.
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2.3 Predictive Modeling in Transportation Logistics

Transportation plays an important in enhancing the supply chain, the attributes included
in transportation logistics are planning and executing the transport from the supplier to
the customers. Enhancing transportation logistics can lead to enhanced delivery timings
and cost savings. Classical TMS (transportation management systems) mostly depend
on fixed routing and scheduling mechanisms, they can not capture the dynamic nature
of evolving transportation systems, which often fail to recognize the new opportunities
to enhance transportation. The enhanced machine learning and predictive modeling will
assist in enhancing transportation for efficient supply chain management and reducing
cost. The advanced models will be trained with more realistic and real-time datasets
to get more insights into the complex patterns in the dataset (Min et al.; 2019). Pre-
dictive analytics have shown great results in various fields for enhancing the prediction
strategies of models, and it has shown the same results for transportation in the supply
chain. For instance, (Liu et al.; 2015) have shown that advanced machine learning mod-
els can accurately predict the transportation delays and on-time arrivals, by enhancing
the routing and scheduling decisions. There are several advanced techniques to enhance
the transportation of supply chain such as traffic sensors and weather predictions, the
organizations can adjust the transportation timings depending the traffic and weather
conditions, this will help in mitigating delays and fuel consumption. By improving the
transportation mechanism, the model can reduce the risk related to vehicle breakdowns
and route disruptions. In this research machine learning algorithms like linear regres-
sion, random forest, and support vector machine are used to mitigate the risks associated
with transportation. Enables the model to enhance decision making regarding the rout-
ing and resource allocation, finally improvises the overall performance of transportation
logistics(Min et al.; 2019).

2.4 Data-Driven Procurement Processes

Procurement is an important aspect of supply chain management, which includes the
production and supply of the goods. It is important that procurement process is efficiently
maintaining the supply chain management, there current models requires enhancement to
manage costs, and guarantee the quality and compliance. The existing practices depend
on historical data and manual process of managing data, which is prone to errors and time
consuming. The existing models has to be integrated with real-time data into market
trends and risk factors to enhance the performance of the supply chain management
(Chen et al.; 2015). Many studies have proved that machine learning techniques have
enhance the procurement strategies. For example, (Dubey et al.; 2019) demonstrated
that data analytics and big data have increased the efficiency of supply chain mechanism
by offering an extensive view of the performance metrics like quality and cost. Machine
learning models helps in enhancing the procurement processes. The aim of this research
is to develop a model that can enhance the procurement outcomes, reduces cost, and
negotiate better terms with suppliers. Furthermore, The data analytics and machine
learning improve the transparency and accountability of supply chain, contributing to
more ethical procurement practices(Dubey et al.; 2019).
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2.5 Machine Learning in Supply Chain Management

Machine Leanring (ML) techniques, therefore, have already been identified to have en-
hanced functionalities in SCM beyond conventional forecasting mechanisms. Analyzing
data with high speed and accuracy and recognizing complex patterns which are not ob-
vious, thus enhancing the accuracy of forecasts and subsequent decisions (Wang, Li and
Zhao; 2016). In the same way, ML can help improve various facets of SCM such as
demand forecasting, inventory management and risk evaluation based on past data as
highlighted by (Chen et al.; 2012). The implementation of ML in SCM is still in the
process of growth with various studies conducted to understand how various algorithms
can be tapped to solve certain issues within the chain. Where as the Support Vector
Machines (SVM) is a strong supervised learning algorithm applied to classification and
regression problems. SVMs operate through creating a hyperplane in a high dimensional
space so that the different classes of data could be separated with the largest margin the
possibility (Cortes and Vapnik; 1995). In SCM, SVMs have been used in tasks, includ-
ing demand forecasting and the detection of anomalies in various elements of the supply
chain (Kumar and Zhang; 2017). The advantage of this type of algorithms is in their
ability to solve equations with non-linear dependencies and high classification accuracy.
However, SVMs can be computationally expensive and the tuning of the kernel function
parameters can be very crucial for the performance of the model.

The k-nearest neighbors (KNN) algorithm is a form of instance-based learning, where
data points are classified by majority voting of the nearest neighbour class or the mean
of the nearest neighbours’ value (Cover and Hart; 1967). KNN has been applied in SCM
for a number of applications such as demand forecasting, and customer segmentation as
noted by (Hsu et al.; 2008). The major strengths of the KNN include flexibility and
simplicity during implementation as well as easy interpretation. However, KNN has
drawbacks in terms of accuracy and computational performance in high dimensions and
large data sets and in discriminative features. Logistic Regression is a machine learning
technique, commonly used in binary classification problems to determine the likelihood
of a binary event given predictor features. Logistic regression has been also used to ana-
lyze the outcomes in the context of SCM like risks and customer churns (Bureau and
Rousseau; 2016). It is easy to use and interpret, as it offers straightforward assessments
of the overall interactions between predictor variables and the binary dependent variable.
However, logistic regression may have some issues with variables interrelations, particu-
larly with non-linear dependencies, therefore cannot be optimal in all cases of SCM.

Extra Trees and Random Forests are two of the techniques that enhance the accur-
acy level of the prediction by producing multiple decision trees. In Random Forests,
the decision trees are constructed multiple times and then the predictions averaged to
improve the model accuracy and decrease overfitting (Breiman; 2001). Additional to
Random Forests, Extra Trees modify another interaction which means that for each node
in the tree, they choose the split randomly rather than choosing the split by calculat-
ing how much it will improve the model, and this improves the model complexity and
precision. Both have shown success in SCM applications such as demand forecasting
and inventory optimization, this could be owed to their effectiveness in large data sets
and modeling complex relationships (Liaw and Wiener; 2002). XGBoost is an enhanced
boosting algorithm and is getting popular due to its better performance in classification
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and regression problems (Chen and Guestrin; 2016). Finally, XGBoost constructs the
models sequentially where the new model tries to rectify the error that is made by the
previous model. This iterative approach coupled with the use of regularization techniques
make deep learning model known as XGBoost to be very efficient and accurate. In SCM,
XGBoost has been successfully deployed on rather challenging forecast-related operations
including demand and inventory requirements, due to its ability to operate on large-scale
datasets and to identify intricate relationships between the factors under consideration
(Zhang et al.; 2019).

2.6 Combining Model Predictions for Enhanced Accuracy

To enhance the overall prediction accuracy of the model, this research integrates multiple
machine learning techniques. By utilizing the advantages of various machine learning
modes and the reducing the individual models weakness, the hybrid model will offer
more reliable prediction for supply chain management (Zhou; 2012). When the model in-
tegrates more machine learning techniques, it demands for more enhanced transportation
schedules and procurement decisions. It is proven that averaging the results of multiple
machine learning will enhance the overall performance of the supply chain management,
risk assessments, and decision making strategies. For example, (Breiman; 2001) demon-
strated that integrating multiple decision trees to form a random forest algorithm will
assist in achieving enhanced robustness and accuracy over individual trees. Similarly,
(Rokach; 2010) has proved that ensemble models will increase the performance efficiency
of the model by mitigating the risks and limitations. Overall, all these findings gives the
outline that integrated models will improve the models accuracy and contributes towards
the sustainable supply chain management.

Conclusion: This literature study outlines the advantages of machine learning models,
big data, data analytics, and integrated models in the supply chain management. By
utilizing the advanced machine learning techniques, organizations will have great oppor-
tunity to enhance the procurement practices, transportation logistics, and production,
finally reducing the costs and enhancements in operational efficacy. The combination
of machine learning and data analytics into supply chain management allows more en-
hanced efficiency, resilience, sustainability, and decision-making. Supply chain network is
growing rapidly and leads to uncertainties and complexities, The integration of machine
learning and data analytics have proved to be effective in supply chain management.

3 Methodology

This section highlights the systematic approach to answering the research questions and
accomplishing research objectives. this section provides detailed information about col-
lecting datasets and preprocessing steps including cleaning and transforming the data,
implementing machine learning techniques, and evaluating based on performance met-
rics. This extensive process will help the production, transportation, and procurement
practices. The research aims to leverage machine learning, big data, and data analytics to
encourage decision-making within the supply chain and contribute towards a sustainable
management system.
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3.1 Data Collection and Sources

The most crucial step in maintaining accuracy of the model is data collection, in this
research, data is collected from real-time applications such as transport logistic tracking.
The dataset which is having open access to everyone has key attributes like booking
dates, estimated arrival time, delay indicators, vehicle types, relevant attributes. This
dataset will allow the model to maintain accuracy and efficiency for supply chain man-
agement. Moreover, the initial dataset is combined with transportation, production, and
supplier performance, to give the model a extensive dataset with a complete view of the
supply chain. The data collected should be cleaned and preprocessed without any other
duplicates or missing values.

Figure 1: Correlation Heatmap of the Supply Chain Dataset

3.2 Data Preprocessing

Data Preprocessing step is important in assuring the model’s consistency for training the
dataset, In this part, the data will go through further proceedings in identifying missing
values, duplicate data. These are the following steps to ensure the data quality:

• Handling Missing Values: If the data is inconsistent, then the model will be biased,
reducing the prediction accuracy. If the numerical values are missing in the data,
then using mean or medium imputation missing values can be added to the dataset.
If categorical column values are not available, the most frequently used value will
be placed, and the data will be free of missing values.

• Data Transformation: Certain columns will be merged or divided to provide a better
dataset, for instance, latitude and longitude will be split into different columns and
considered as different features. Date and time will be merged to form date time
formats, other features like hour of the day, day of the week, and month will be
identified as temporal patterns in the dataset.
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• Feature Engineering: New features are created depending on the existing models
to enhance the model’s efficiency. For instance, based on the relative distance
metrics, the time taken for delivery will be calculated. Feature engineering will
remove duplicate or irrelevant variables from the dataset, to improve the model’s
performance.

• Encoding Categorical Variables: One-hot encoding is used to categorize the vari-
ables according to model specifications. It will be difficult to perform on categorical
data, this step converts the categorical data into numerical values for better per-
formance.

3.3 Predictive Modeling Techniques

This research aims to enhance the performance of the supply chain management system by
providing a suitable model for accurately predicting transportation logistics and reducing
costs. Several machine learning models are employed to find the best technique to enhance
the supply chain. The models included in this research are:

• Logistic Regression: The prediction strategy used in logistic regression is a binary
outcome, in this case, it is on-time delivery versus delayed deliveries. It is an
effective model used as a reference point for several advanced models.

• Support Vector Machines (SVM): SVM is a supervised learning model, used to
categorize data with hyperplanes, this can be used as binary classifiers and also as
multi-class classifiers. SVM models are known for handling high-dimensional data.

• K-Nearest Neighbors (KNN): The outcome of the KNN model depends on the
number of neighbors in the feature set.

• Decision Trees: Decision tree results are the average of individual leaf nodes, and
these models are effective when there are a series of decision rules derived from the
leaf nodes.

• Random Forests: Random Forest is an ensemble of decision trees, this model is
used to mitigate the overfitting issue that occurs in the decision tree and enhance
the overall performance of the model. If there is large and complex data, this model
is suitable for enhancing performance.

• Extra Trees: There is a slight difference between the extra trees and random forest,
in extra trees they randomly select the split points, to enhance the generalization.

• AdaBoost: It is an ensemble model, which is used to boost the model’s performance
by concentrating only on the misclassified data. The main aim of this technique is
to enhance the model’s performance.

• XGBoost: XGBoost, is an iterative model, the model’s performance can be en-
hanced iteratively. XGBoost is known for its performance in regression and classi-
fication task.
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Figure 2: Architecture of Random Forest and Adaboost

3.4 Averaging Model Predictions

The advanced machine learning models have shown great results in accurately predicting
supply chain management, but there is a scope for enhancement, to enhance the overall
performance, the model started to integrate multiple models, and the average result is
considered as the final output, and offer more robustness to the predictive models. The
ensemble model gets the output as the weighted average from machine learning models
like SVM, RF, XGBoost, and Logistic Regression. The weighted average process has
to be designed carefully without biases towards specific models and enhance the overall
prediction accuracy of the model. This model is used to mitigate the issue of overfitting
or underfitting and the individual model’s efficiency is low compared to the ensemble
model.

3.5 Conclusion

In this section, the research methodology highlights the extensive framework for using
advanced machine learning, big data, and data analytics to enhance the performance of
the supply chain. This starts with collecting the real-time application dataset, prepro-
cessing the data, and implementing various machine learning algorithms like SVM, RF,
and linear regression to identify the best technique to enhance the performance of supply
chain practices, performance metrics assist in evaluating the model’s performance. There
is a scope for enhancement, so the ensemble model integrates multiple machine learning
algorithms to enhance the predicting accuracy of supply change management.
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Figure 3: Supply Chain in Different Locations through Different Vehicle Types

4 Implementation

The implementation sections clearly explain the steps undertaken to enhance the predic-
tion of supply chain management. The data collected to train this model is a real-time
dataset, which helps the model predict accurately when it is applied to real-world ap-
plications. In this section, all the steps included in efficiently predicting the model are
explained in detail.

4.1 Data Loading and Preprocessing

In the data loading phase, all the important attributes related to transportation and
logistics like actual and estimated arrival timings, booking dates, vehicle types, and
transportation distance are loaded carefully. These are the key attributes that influence
the supply chain outcomes, so these attributes have to be acknowledged clearly. Once the
data is loaded, an extensive preprocessing pipeline is created to ensure data consistency.
Several important features are included in this tasks, starting from handling missing
values, if the data is inconsistent, then the model will be biased, reducing the prediction
accuracy. If the numerical values are missing in the data, then using mean or medium
imputation missing values can be added to the dataset. If categorical column values are
not available, the most frequently used value will be placed, and the data will be free of
missing values.
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(a) Distance Relationship of Transporta-
tion

(b) Distribution of Market and Regular
Supply Orders

Figure 4: Visualisations of dataset

In Feature Engineering, New features are created depending on the existing models to
enhance the model’s efficiency. For instance, based on the relative distance metrics, the
time taken for delivery will be calculated. Feature engineering will remove duplicate or
irrelevant variables from the dataset, to improve the model’s performance. In Encoding
Categorical Variables, One-hot encoding is used to categorize the variables according to
model specifications. It will be difficult to perform on categorical data, this step converts
the categorical data into numerical values for better performance.

4.2 Model Development and Training

Once the dataset has gone through the data preprocessing phase it guarantees that data
quality is good, consistent, and can be used for model training. Various machine-learning
techniques are trained with the dataset and predict the accuracy, depending on the differ-
ent parameter metrics, the model’s accuracy and robustness can be decided. this process
helps identify the best machine learning model for accurately predicting supply chain
management.

We began with Logistic Regression, The prediction strategy used in logistic regression
is a binary outcome, in this case, it is on-time delivery versus delayed deliveries. It is
an effective model used as a reference point for several advanced models. Next, we im-
plemented Support Vector Machines (SVM), it is a supervised learning model, used to
categorize data with hyperplanes, this can be used as binary classifiers and also as multi-
class classifiers. SVM models are known for handling high-dimensional data. K-Nearest
Neighbors (KNN) is another model used to classify the data points depending on the
majority class of their nearest neighbors. This model is useful when the decisions are
non-linear and complex. Decision tree results are the average of individual leaf nodes,
and these models are effective when there are a series of decision rules derived from the
leaf nodes.

The advanced machine learning models have shown great results in accurately predicting
supply chain management, but there is a scope for enhancement, to enhance the overall
performance, the model started to integrate multiple models, and the average result is
considered as the final output, and offer more robustness to the predictive models. This
study ensembles Random Forest and Extra Trees. Random Forest is an ensemble of de-
cision trees, this model is used to mitigate the overfitting issue that occurs in the decision
tree and enhance the overall performance of the model. If there are large and complex
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Figure 5: Evaluation Metrics for classification

data, this model is suitable for enhancing performance, while Extra Trees randomly select
the split points, to enhance the generalization. AdaBoost is an ensemble model, used to
boost the model’s performance by concentrating only on the misclassified data, this will
handle noisy or imbalanced data efficiently to enhance the model’s performance. Finally,
XGBoost is used, it is an iterative model, and the model’s performance can be enhanced
iteratively and mitigate the errors. XGBoost is known for its performance in regression
and classification tasks.

Figure 6: Architecture of Averaging the Models

4.3 Model Evaluation and Validation

Once the development and training of the model with an extensive dataset are completed,
we move further to evaluate the performance of models depending on various performance
metrics as shown in Figure 5 The average performance of all the individual models is
considered as a final evaluation metric, This will reduce the overfitting of the model, and
guarantees that the model will perform accurately with real-time data.

5 Evaluation of Implementation Results

This is the final and the most important phase of the research as it evaluates the ef-
fectiveness of machine learning models developed and trained to enhance supply chain
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Figure 7: Results of various models under different classification evaluation metrics

management. Every model has gone through rigorous testing and different performance
metrics are used for evaluation as shown in Figure 5. We will discuss about individual
performance as follows.

5.1 Logistic Regression

Logistic regression is an effective model, this model has shown great accuracy in predicting
supply chain management, The training accuracy and model accuracy values are 99.31%
and 98.47% respectively. The high accuracy value of logistic regression indicates that
the model has correctly separated the large value of supply chain events. The precision
values for Class 0 and Class 1 are 0.96 and 1.00, where Class 0 indicates on-time deliveries
and the model predicted 96% of the deliveries will be on time and they were on-time,
Class 1 indicates delays and the model predicted all the delays correctly. The recall
values are high, and the values of Class 0 and Class 1 are 100% and 98% respectively,
this recall values of Class 0 and Class 1 indicate they have almost correctly predicted the
on-time and delayed deliveries. The F1-Score is a balance between precision and recall,
the F1-Score values of Class 0 and Class 1 are 0.98 and 0.99 respectively, demonstrating
the overall reliability of the model. Logistic regression has shown the highest reliability
and sustainability as a baseline classifier by misclassifying only 21 values out of 1,372
predictions.
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(a) Confusion Matrix of Logistic Regression (b) Confusion Matrix of SVM

5.2 Support Vector Machines

Support Vector Machines has shown great accuracy in predicting supply chain manage-
ment, The training accuracy of the model is 97.23%. The precision values for Class 0
and Class 1 are 0.93 and 1.00, where Class 0 indicates on-time deliveries and the model
predicted 93% of the deliveries will be on time and they were on-time, Class 1 indicates
delays and the model predicted all the delays correctly. The recall values of Class 0 and
Class 1 are 100% and 96% respectively, this recall value of Class 0 indicates they have
correctly predicted the on-time deliveries and slightly less with delayed deliveries. The
F1-Score is a balance between precision and recall and the performance is balanced. The
confusion matrix demonstrated that the SVM model is highly accurate in predicting on-
time deliveries, and the misclassified 38 values in Class 1 indicate that the model needs
enhancements for predicting delays accurately.

5.3 K-Nearest Neighbors (KNN)

The KNN model performed better compared to the SVM model, The accuracy value of
KNN is 98.25%. The precision values for Class 0 and Class 1 are 0.96 and 1.00, where
Class 0 indicates on-time deliveries and the model predicted 96% of the deliveries will
be on time and they were on-time, Class 1 indicates delays and the model predicted all
the delays correctly. The recall values are high, and the values of Class 0 and Class 1
are 100% and 97% respectively, this recall values of Class 0 and Class 1 indicate they
have almost correctly predicted the on-time and delayed deliveries. However, the KNN
has misclassified slightly more values than the SVM model, that is 24 errors out of 1,372
predictions, this demonstrates that KNN is a robust model but not as Logistic Regression.
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(a) Confusion Matrix of K-Nearest Neigh-
bors (b) Confusion Matrix of Decision Tree

5.4 Decision Tree

The Decision Tree model has demonstrated great performance, The training accuracy and
model accuracy values are 100.00% and 99.20% respectively, so far the perfect training
accuracy. The Decision Tree has achieved 0.99 for precision and recall for both Class
0 and Class 1, The F1-Score is the balance between the precision and recall, and the
value of the F1-Score is 0.99 for both Class 0 and Class 1. The confusion matrix has
demonstrated that the Decision Tree model has made only 11 misclassifications, This
accuracy has made the Decision Tree the best performer in this study. This model can
be implemented in real-time applications to enhance supply chain management.

5.5 Random Forest (RF)

Decision tree alone has predicted with great accuracy, Random forest is an ensemble of
multiple decision trees, so the accuracy of this model will be high compared to other
models. The test accuracy of Random Forest is 99.64%. Precision, recall, and F1-Score
of Class 0 and Class 1 are the same, the on-time delivery value is 0.99 and the delay
delivery value is 1.00. The RF model confusion matrix indicates that the model has
made only 5 misclassifications out of 1,372 predictions. This model can handle large data
and complex interactions within the data. RF can perform accurately on new or unseen
datasets of supply chain management.
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(a) Confusion Matrix of Random Forest (b) Confusion Matrix of Extra Trees

5.6 Extra Trees

The training accuracy of the Extra Trees is 100.0%, But the lower model accuracy is
slightly low compared to the training accuracy which is 96.14%. The F1-score of Class 0 is
0.95 and Class 1 is 0.97. The confusion matrix shows that the model struggled to predict
on-time deliveries perfectly. Out of 1,372 predictions, 31 predictions are misclassified.
Extra Trees may be powerful but have struggled with overfitting the training data.

5.7 AdaBoost

The training accuracy of the AdaBoost model is 99.91%, which is exceptionally good, and
the model accuracy score of the AdaBoost model is 99.34%. The precision for Class 0
and Class 1 is high with0.98 and 1.00 respectively, with F1-scores of on-time and delayed
deliveries is 0.99. The confusion matrix explains that the model is almost perfectly
classified, with only 9 misclassifications in Class 1. AdaBoost’s ability to recurrently
concentrate on misclassified predictions contributed to its great performance.

(a) Confusion Matrix of Adaboost (b) Confusion Matrix of XGBoost
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5.8 XGBoost

The test accuracy score achieved by XGBoost is 99.42%. The precision, recall, and
F1-Scores of Class 0 and Class 1 are 0.99 and 1.00 respectively. The confusion matrix
demonstrated that the XGBoost model has performed exceptionally and made only 8
misclassifications, with only 1 misclassification in Class 0 and 7 misclassifications in Class
1. XGBoost model recurrently enhances the model performance and makes it as one of
the top performers in this research.

5.9 Comparison of Models

The following table explains the performance of different models depending on their
training and model accuracy scores:

Table 1: Model Training and Accuracy Scores

Model Training Accuracy Score Test Accuracy Score
Random Forest 100.00% 99.64%
XGBoost 100.00% 99.42%
AdaBoost 99.91% 99.34%
Decision Tree 100.00% 99.20%
Logistic Regression 99.31% 98.47%
K-Nearest Neighbors (KNN) 99.22% 98.25%
Support Vector Machines 97.76% 97.23%
Extra Trees 100.00% 96.14%

From the above table, Random Forest has outperformed all other models with the
highest model accuracy of 99.64%. XGBoost and AdaBoost have performed exceptionally
well compared to most of the machine learning models, with accuracy scores of 99.42%
for XGBoost and 99.34% for AdaBoost. Decision Tree has a perfect training accuracy of
100% but a slightly lower model accuracy value of 99.20%. Logistic Regression, SVM, and
KNN have shown great performance as baseline classifiers, with accuracy scores between
97.23% to 98.47%. The Extra Trees model was effective and had the lowest accuracy
score of 96.14%.

Figure 12: Classification Metrics and Confusion Matrix of Averaging Model

17



Figure 13: Confusion Matrix of Averaging Model

5.10 Averaging Model Predictions

An ensemble model is implemented but integrating multiple machine learning algorithms
and the average of their predictions is considered as a final result of the ensemble model.
The accuracy of the ensemble model is 99.13% as shown in figure 12 which is slightly
less than a few individual models, but it will offer robust predictions gradually. The
confusion matrix demonstrated that the ensemble model has made 12 misclassifications
which are slightly greater than a few individual models, the errors in Class 0 and Class
1 are 0 and 12 respectively. The ensemble model has utilized the strengths and reduced
the weaknesses of the individual models, contributing towards a reliable tool for supply
chain management.

6 Discussion of Results

The results reported in above section of this research study provide significant insights
into the effectiveness of using predictive modeling to optimize supply chain operations.
We will discuss strengths and weakness with implications in this section.

Figure 14: Accuracies of the Predictive Models

18



6.1 Strengths and Implications of the Predictive Models

The high accuracy scores obtained by machine learning models such as Random Forest,
XGBoost, and AdaBoost represents the potential of machine learning in supply chain op-
timization. These models consistently delivered the superior performance across the key
metrics, including precision, recall, and F1-score, which are crucial for making reliable
predictions in real-world supply chain scenarios.

Random Forest model perfromed significantly better than all the models with the
accuracy of 99.64% which represents the potential ability to handle complex datasets
and also represents its effectiveness in situations where the supply chain data is highly
complex. XGBoost and AdaBoost models able to perform better with the 99.42% and
99.34% accuracies respectively where this effectiveness can be attributed to their efficient
and effective boosting algorithms as they iteratively updates on previous models. This
iterative improvement process is very important for supply chain sector because of the
minor enhancements in performance results in the significant cost and efficiency gains.
The high accurate predictions for these models help in reliability for predicting both
on-time deliveries with minimal delays.

6.2 Limitations and Challenges

While the overall performance of the models was strong, there were some limitations and
challenges for few models such that models like SVM, KNN, Extra tress models significant
misclassifications because they struggle to make appropriate decision boundary between
classes is not clear because complex supply chain data with vast data its very complex
to find clear decision boundary.

K-Nearest Neighbors (KNN), despite its relatively high accuracy score of the 98.25%,
also faced challenges, particularly with a slightly higher number of misclassifications com-
pared to Logistic Regression. This could be due to KNN’s sensitivity to the choice of
neighbors (k) and the distribution of the data, which can lead to inconsistencies in pre-
dictions, especially in datasets with overlapping class boundaries. Extra Trees, despite
its perfect training accuracy, had a lower model accuracy score of 96.14%, which indicates
possible overfitting to the training data. This overfitting suggests that while Extra Trees
is powerful in capturing detailed patterns within the training set, it may not generalize
as well to new, unseen data. This limitation is particularly important in supply chain
applications, where models need to be robust and generalizable across different scenarios.

6.3 Impact of Averaging Model Predictions

To deal with limitations of individual models we used ensemble based strategy for aver-
aging predictions which shown effectiveness of combining multiple models. The averaged
model able to get 99.13% accuracy which is slightly lower than some individual models
but our goal for average model is not the best predictions but predictions with more
consistent and less standard deviation because for supply chain logistics predictions with
high variances results in huge losses. Supply chain managers can use averaged predictions
over multiple models for better decision making to reduce the probability of error that
may leads to costly disruptions or inefficiencies.
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7 Conclusion and Future Work

7.1 Conclusion

This study aimed to find out the application of predictive modeling using machine learn-
ing techniques to minimize supply chain operations, specifically focusing on inventory
management, procurement processes. By studying various machine learning models, this
research has figured out the efficient approaches for accurately predicting key supply
chain outcomes, such as exact time deliveries and delays. Illustrations from the results
were that various ensemble models namely as Random Forest, XGBoost,AdaBoost stood
higher than other models, reaching the highest accuracy scores thus providing robust
predictions. These models proved particularly effective in maintaining complex supply
chain data, dealing with valuable insights which actually increase decision-making and
improve overall operational efficiency. The study enlightens the fruitfulness of leveraging
model predictions, which further enhanced the stability as well as accuracy of the pre-
dictions. This also elevated the weaknesses of individual models and provided a more
comprehensive predictive framework, promising more consistency as well as reliablility in
the outcomes.

7.2 Future Work

Though this specific study has ensured significant insights into the predictive modeling for
supply chain optimization, there are also several deficit areas where future research rely
on these findings to further improve the effectiveness and applicability of these models.

1. Expansion to Other Supply Chain Domains: Future research should also
go into the deeper roots for the application of the developed models in different
contexts of supply chain, such as manufacturing, retail, or healthcare. Each of these
individual industries has unique supply chain dynamics, and testing the models
in varied environments can provide additional insights into their versatility and
effectiveness. Adding on, management of perishable goods and also catching up the
highly variable demand are the current challenges in supply chain which can be of
immense help in providing opportunities for new models to be explored.

2. Integration with Emerging Technologies: The combination of predictive mod-
els with new emerging technologies such as Internet of Things (IoT), blockchain,
artificial intelligence (AI), machine learning (ML) offers promising areas for future
work. IoT devices, for example, provides real-time data that could further have
chances for refining the models, which makes them even more responsive to emer-
ging supply chain conditions. Blockchain technology can enhance the clearness of
transactions, making the predictive models to be used in more subtle and complex
environments.

This study highlights the possibility of potential directions for future research. By con-
tinuing exploration and refinement in predictive modeling techniques, there are chances
to further enhance the efficiency, resilience, sustainability of supply chain operations in
various industries. The combination of these and new emerging technologies with their
application in real-world environments aids in unlocking their new application areas and
driving them towards innovation in supply chain management.
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