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1 Introduction 
This document summarises the specification of the software and hardware for the project ‘Co-pilot 
widget for assisting the public in processing US presidential political candidate tweets from 
Twitter in 2024 US elections candidate choice through sarcasm and stance detection’ 
 

2 Environment 
 
Python 3.0 
 
3 Libraries 
 
The following libraries are required for running the project code notebooks.   
 
import numpy as np # linear algebra 
import pandas as pd # data processing, CSV file I/O (e.g. pd.read_csv) 
import os 
!pip install gensim # Gensim is an open-source library for unsupervised 
topic modeling and natural language processing 
import nltk 
nltk.download('punkt') 
import pandas as pd 
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import numpy as np 
import matplotlib.pyplot as plt 
import seaborn as sns 
from wordcloud import WordCloud, STOPWORDS 
import nltk 
import re 
from nltk.corpus import stopwords 
#!pip install nltk 
import nltk 
nltk.download("stopwords") 
import seaborn as sns 
import gensim 
from gensim.utils import simple_preprocess 
from gensim.parsing.preprocessing import STOPWORDS 
 
import plotly.express as px 
from sklearn.model_selection import train_test_split 
from sklearn.feature_extraction.text import CountVectorizer 
from sklearn.linear_model import LogisticRegression 
from sklearn.metrics import roc_auc_score 
from sklearn.metrics import confusion_matrix 
from sklearn.metrics import f1_score 
from sklearn.metrics import precision_score 
 
 
For latency measurements: 
import time 
 
For Sarcasm and Stance: 
import keras 
#import tensorflow as tf 
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from tensorflow.keras.preprocessing.text import Tokenizer 
from tensorflow.keras.preprocessing.sequence import pad_sequences 
from tensorflow.keras.layers import LSTM, GRU, Dense, Embedding, 
Dropout, GlobalAveragePooling1D, Flatten, SpatialDropout1D, 
Bidirectional 
from keras.models import Sequential 
from keras.metrics import F1Score 
 

For Charting: 
import io 
import xml.etree.ElementTree as ET 
import time 
 
from matplotlib.lines import Line2D 
from matplotlib.markers import MarkerStyle 
from matplotlib.transforms import Affine2D 
 

4 Software Specification 
 
Google Colab: a web environment that uses Google Cloud 
Gmail account: to access Google Colab 
 

5 Hardware Specification 
 
Hardware: Hewlard Packard (HP) Z440 
Memory: 32GB RAM 
Storage: 1TB SSD 
Processor: 4 CPU each of 1.6 Ghz 
 
6 Code Section 
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6.0 Code sources 
 
Fake News 

https://www.kaggle.com/code/paramarthasengupta/fake-news-detector-eda-
prediction-99 

 

Sarcasm 

https://www.kaggle.com/datasets/deepnews/fakenews-reddit-comments/data 

 

Stance 

https://www.kaggle.com/datasets/arashnic/7-nlp-tasks-with-tweets 

 

https://www.kaggle.com/code/paramarthasengupta/fake-news-detector-eda-prediction-99
https://www.kaggle.com/code/paramarthasengupta/fake-news-detector-eda-prediction-99
https://www.kaggle.com/datasets/deepnews/fakenews-reddit-comments/data
https://www.kaggle.com/datasets/arashnic/7-nlp-tasks-with-tweets
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6.1 Truth-Fake News detection 

 
Additional data cleaning: transforming generic references to proper nouns 



6 
 

 

 



7 
 

 

 
 
Below is Word Cloud of True News words 

 
 
Below is Word Cloud of Fake News words 
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To understand dimensions of data being examined a graph of the title length was made 
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Prediction with TF-iDF + Logistic Regression (only using title) 
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Build out data i.e., record predictions to feature columns in ‘memory’ / csv file to be 
passed to next metric notebook 
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6.2 Sarcasm 
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Create pipeline and train the TF-iDF + Logistic Regression model 
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Prediction score from TF-iDF + Logistic Regression model 
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Point TF-iDF + Logistic Regression model trained model at new data 
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Improving the prediction performance: Build and use a LSTM model 
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The LSTM model is trained over 10 epochs (shorten quantity of data to be 
reproducible in a code demonstration i.e., full dataset takes 10 mintues just to do 
this section) 
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6.3 Stance 
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Build TF-iDF model (base model) 
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Build pipeline 

 
Base model: TF-iDF scores (accuracy + f1 + precision + recall) 
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Side-by-Side graphic: three metrics (True v Fake news + Sarcasm + Stance) visualised 
in graph version 1 i.e., the side-by-side graph 
 

 



43 
 

 

 



44 
 

 

 



45 
 

 

 



46 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



47 
 

 

New model (LSTM) to see can an improvement be made to the base model of Tf-iDF + 
Logistic Regression 
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Epoch training (data used is shortened to make the code run within the time limit of the 
demonstation) 
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Point the new model (LSTM) at the new data 
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Training new model and data output 
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Write third (Stance) metric to the ‘memory’ / built up csv file 

 



54 
 

 

 



55 
 

 

 

 
 
 



56 
 

 

Output new version 2 of the visualisation i.e., the combined chart (of the three metrics 
True v Fake news, Sarcasm, Stance) 
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