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1 Introduction 
 

The detection of the building construction defects using AI techniques defines the 

implementation of the deep learning approach. This defines the implementation of the 

functional section which is applicable for the construction of the data models. The detection 

approach introduces the implementation of the augmented reality approach to detect the 

defects using 3D visualization. The image data is applicable to detect the images (Tan et al., 

2024). This provides information about the image processing to detect the defects in the 

system. 

 

2 Project Overview 
 

The overall project focuses on the detection approach to understand the defects present in the 

construction area. This project explores the usability of deep learning models such as CNN, 

RNN which are applied to evaluate parameters within the area. These models are crucial for 

evaluating parameters within the construction zones, enabling precise defect detection 

through their ability to process complex data and recognize patterns. The construction 

approach provides information about the handling of the data in an informative manner. The 

construction process determines the functional segments that are usable for the evaluation of 

the data parameters (Al-Sabbag et al., 2022). The findings highlight the potential for 

integrating augmented reality with AI technology to enhance the evaluation process. 

 

3 Hardware/Software Implementation 
 

Hardware 

Processor: Intel Core i3 or higher 

GPU (optional, for fast model training): NVIDIA GTX 2050 Ti or Upper 

RAM: 16 GB or more 

Storage: 250 GB free space 

 

Software 

Jupyter Notebook: This software is applicable to run the Python code (Version: Latest) 

Anaconda: This is the environment where Python coding can be implemented and also 

executed (Version: Latest) 
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4 Data Collection 
 

The data is collected from a secondary resource, ‘Kaggle.com’. This defines the collection of 

the secondary data which contains various images. The data contains various folders which 

introduce various image data. Those data are applicable for the training of the model and also 

testing of the model. 

 

5 Implementation of project  
 

5.1 Libraries/Modules initialization 

 
Figure 1: Import of the libraries 

(Source: Own-Evaluated) 

The first section of the evaluation defines the initialization of the libraries and modules that 

are used for the execution of the overall process. This defines the initialization of those 

modules which are implemented for the testing process. 

 

5.2 Data initialization and processing 

 

 
Figure 2: Dataset Directories 

(Source: Own-Evaluated) 

The dataset path section is the initialization and processing approach of the data analysis. 

This structure organizes images into categories such as mold, peel, cracks, seepage and 

blister which are essential for setting up the data frames. These images are then used to 

evaluate and detect the specific factors related to defects in construction area. 
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5.3 Data preprocessing 

 

 
Figure 3: Train and validate image data count 

(Source: Own-Evaluated) 

 

The training and confirmation technique is enforced to train data to pinnacle and validate the 

data. This procedure also portrays the stage of the parameters for the structure of the models. 

 

5.4 Model initialization and construction 

 

 
Figure 4: Model setting 

(Source: Own-Evaluated) 
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The model environment guidelines are established to set the parameters for how the model 

operates. This ensures that the guidelines are properly communicated and that the model’s 

functionality, particularly in terms of detection is effective. 

 

5.5 Model evaluation 

 
Figure 5: Evaluation of the model 

(Source: Own-Evaluated) 

The evaluation process for the model involves assessing its performance over multiple 

epochs. Here the model is trained for 100 epochs to reach its peak performance and to 

measure its accuracy. 

 

5.6 Training and validation accuracy 

 
Figure 6: Training and validation accuracy plot 

(Source: Own-Evaluated) 
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The plot of training and validation accuracy is illustrated in this section highlighting the 

practical and proof data parameters.  

 

5.7 Original image dataset count 

 

 
Figure 7: Original Dataset Count 

(Source: Own-Evaluated) 

The dataset used in this project was collected from secondary data. This defect dataset 

consists of different class like Blister, Cracks, Mold, Peel and Seepage and all classes have 

unbalanced data.  

 

5.8 Undersampling Matrix 

 
Figure 8: Undersampling Dataset Count 

(Source: Own-Evaluated) 
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Undersampling is used to remove sample from class having majority in sample. It will check 

image from all classes and remove extra image sample to make dataset balanced. 

 

5.9 Oversampling Matrix 

 

 
 

Figure 9: Oversampling Dataset Count 

(Source: Own-Evaluated) 

Oversampling is used to add more sample to the minority classes to make dataset balanced. 

As there is huge difference in dataset class oversample will perform to generate sample 

image in the minority class. 

 

5.10 Comparison of dataset matrix 

 
Figure 10: Comparison of all matrix 
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The comparison of all matrix is performed to get class distribution for original dataset, 

Oversampling dataset and Undersampling dataset. 

 

 

5.11 Model parameter comparison 

 
Figure 11: Comparison of F1, Recall, and Precision with respect to dataset types 

(Source: Own-Evaluated) 

The model characteristic comparison procedure is carried out to compare the parameters of 

different models. In this case, the performance metrics used are F1 Score, Recall, and 

Precision which are evaluated with respect to various dataset classifications such as original, 

oversampled and undersampled. 

 

5.12 Training and Testing model 

 
Figure 12: Load, train and test image dataset 
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The load and preprocess functions will convert and standardize the image format and will 

split the dataset into training and testing sets. 

 

 
Figure 13: Create and Train CNN model 

(Source: Own-Evaluated) 

The CNN model used consists of two convolutions layers for classification, flatten layer and 

dense layers. The model is compiled with Adam Optimizer and categorical cross-entropy 

loss. 

 

 

5.13 Load, preprocess and detect defects in image using OpenCV 

 

 
Figure 14: Load, preprocess and detect defects in image using OpenCV 

(Source: Own-Evaluated) 
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OpenCV is used for computer vision  and image processing task to detect defects. OpenCV 

converts the original image into grayscale image. Grayscale based defect detection is widely 

used in quality control system where it will detect issues like cracks, peels, seepage, blister 

and mold. 

 

 
Figure 15: Original and defective data Determination 1 

(Source: Own-Evaluated) 

The cracks in the wall section are evaluated by the detection process using the original image 

evaluation approach. This defines the defection section from the original image data. 

 
Figure 16: Original and defective data Determination 2 

(Source: Own-Evaluated) 

The upper-side corner wall defect detection approach is implemented by using the detection 

model. This evaluates the original image and detects the defect. 



10 
 

 

 
Figure 17: Original and defective data Determination 3 

(Source: Own-Evaluated) 

The lower-side corner of the room or wall is evaluated by using the original image data. The 

detected defect section is evaluated using the deep learning technique. 
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