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1 INTRODUCTION 
 

This is an inference of sentiment analysis implemented using a battery of fine-tuned pre-trained 

language models: BERT, RoBERTa, XLNet, DistilBERT, and GPT-3.5 on the GoEmotions 

dataset. The system shall be made up of the following three main text classifications: positive, 

negative, and neutral sentiments. Key features of the project include: 

 Loading pre-trained models for inference 

 Evaluating model performance on a test dataset 

 Predicting sentiment for single text inputs 

 Handling both traditional transformer models and the OpenAI GPT-3.5 API 

 Configs of Models and All 

1.1 Test Dataset: 

 

 Source: GoEmotions dataset (preprocessed) 

 Classes: Mapped to 3 main classes (positive, neutral, negative) 

 

2 Connecting Google colab 

2.1 Open Google Colab 

 Go to https://colab.research.google.com/ 

 Create a new notebook or open an existing one 

2.2 Connect to GPU Session 

 Click on "Runtime" in the top menu 

 Select "Change runtime type" 

 In the pop-up window, set "Hardware accelerator" to "T4 GPU" 

 Click "Save” 

 

Figure 1 GPU Selection 

 

https://colab.research.google.com/
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2.3 Mount Google Drive 

 Run the following code to mount your Google Drive 

 
 

 

Figure 2 Google drive Mount 

 

 

3 Setup and Configuration 

3.1 Directory Structure 

Create the following directory structure, replacing "PROJECT_NAME" with a name of your 

choice 

 

Figure 3 Directory Structure 

3.2  Dataset Upload 

Upload the preprocessed GoEmotions dataset: 

 File: 'go_emotions_merged_augmented.csv' (or your specific filename) 

 Upload to: '/content/drive/MyDrive/PROJECT_NAME/Dataset/' 

3.3 Model Upload 

Upload the pre-trained models to their respective directories: 

 BERT: Upload to '/content/drive/MyDrive/PROJECT_NAME/BERT_MODEL/' 

 RoBERTa: Upload to 

'/content/drive/MyDrive/PROJECT_NAME/ROBERTA_MODEL/' 

 XLNet: Upload to '/content/drive/MyDrive/PROJECT_NAME/XLNET_MODEL/' 

 DistilBERT: Upload to 

'/content/drive/MyDrive/PROJECT_NAME/DISTILBERT_MODEL/' 
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3.4 Model Paths 

3.4.1 Update the MODEL_PATHS dictionary in your code to reflect your chosen directory 

structure: 

 

Figure 4 Model Paths 

3.4.2 Update the dataset path as well like below 

 

Figure 5 Dataset Path change 

 

3.4.3  OpenAI API Configuration 

 

Figure 6 OpenAI API Key 

Note: The OpenAI API key provided in the code is specific to the fine-tuned model for this 

task. Do not change this key. 

 

3.4.4  Model Loading 

 BERT, RoBERTa, XLNet, and DistilBERT: Loaded using their respective tokenizers 

and model classes from the transformer’s library. 

 GPT-3.5: Accessed via OpenAI API using the provided fine-tuned model ID. 
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3.5 Library Installation 

 Before running the inference, ensure all required libraries are installed. You can 

install them using pip 

 

Figure 7 Library installation 

 

4 Inference 
The system provides three main functionalities for inference: 

 

Figure 8 Options 

4.1 Evaluate all models on the entire test dataset: 

 Use option 1 in the main menu 

 Processes the entire dataset and provides classification reports and confusion matrices 

for each model 

4.2 Evaluate all models on a limited number of samples: 

 Use option 2 in the main menu 

 Enter the number of samples to evaluate (must be divisible by 3 for balanced class 

distribution) 

 Processes a subset of the data and provides classification reports and confusion matrices 

for each model 

4.3 Get predictions for a single input: 

 Use option 3 in the main menu 

 Enter the text to classify 

 Preprocesses the text and provides predictions from all models 
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4.4 To run the inference: 

1. Ensure all required libraries are installed 

2. Create the directory structure as described in section 3.1 

3. Upload the dataset and pre-trained models as described in sections 3.2 and 3.3 

4. Set up the OpenAI API key as described in section 3.5 

5. Run the main() function 

6. Choose the desired option from the menu and follow the prompts 

 

Note: This code is designed for inference only. It assumes that the models have been previously 

fine-tuned on the GoEmotions dataset and saved. Ensure that the model paths are correct, and 

the pre-trained models are available before running the inference. 
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