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1. Introduction 
 

This manual provides detailed instructions on how to set up and run the music classification 

research project. It includes information on system requirements, installation steps, dataset 

preparation, running model, and troubleshooting. The final section we explain some of the code 

that was used in the project. 

 

2. System requirements 
 

Hardware requirements 

▪ Processor: Minimum 4-core CPU (8-core recommended) 

▪ RAM: Minimum 8GB (16GB recommended) 

▪ Storage: Minimum 100GB free space 

 

Software requirements 

▪ Operating system: Ubuntu 18.04 or later / Windows 10 / MacOS 10.15 or later 

▪ Python 3.8 or later 

▪ Essential Python package (detailed in installation instructions) 

 

3. Installation Instructions 
 

1. Download the project folder, Final_Project. 

2. Import the project to your preferred IDE. 

3. Update the FILE_PATH variable in the Config.py file to the location the project is 

saved. 

4. Update CLIENT_ID and CLINET_SECERT with your credentials from the Spotify 

API, https://developer.spotify.com/documentation/web-api 

5. The following libraries need to be installed into your virtual environment: 

 
Item Name Version Link 

Library Scikit-learn 1.4.1.post1 https://scikit-

learn.org/stable/ 

Library pandas 2.1.4 https://pandas.pydata

.org/ 

Library matplotlib 3.8.0 https://matplotlib.org

/ 
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4. Dataset Preparation 
 

▪ The Kaggle dataset is available in the data folder within the project. 

▪ The dataset from Spotify is generated by the script and will be saved to the data 

folder. 

 

5. Run Model 
 

Open main.py and run the script 

 

6. Code 

 
The code snippets below will detail some of the function that were writing for data sourcing, 

data preprocessing, data modelling, and data evaluation.  

 

The first code snippet shows how the Spotify API was queried. The object return from the 

API is a JSON object. A loop is used to loop through the different album for each artist. The 

artist URIs are broken into batches of 500 and a delay is added in-between requests. The 

reason for this is to manage the number of requests to the API. If there are too many requests 

sent to the API consecutively it will time out. The elements that are pulled from the API are 

arrtistID, albumName, and imageURL. These are added to a DataFrame and each batch are 

finally concatenated. 

 

Library NumPy 1.26.4 https://numpy.org/ 

Library Imbalanced-

learn 
0.12.3 https://imbalanced-

learn.org/stable/ 

Library seaborn 0.12.2 https://seaborn.pydat

a.org/ 

Library Opencv-

python 

4.9.0.80 https://pypi.org/proje

ct/opencv-python/ 

Library pickle 3.8 https://docs.python.o

rg/3/library/pickle.ht

ml 

Library scikeras 0.12.0 https://adriangb.com/

scikeras/stable/ 

Library astunparse 1.6.3 https://pypi.org/proje

ct/astunparse/ 

Library tekore 5.4.0 https://tekore.readthe

docs.io/en/stable/ 
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There are two features extracted from the images most dominant colour (MDC) and pixel 

intensity histogram (PIH). The k-means clustering algorithm is used to extract the colours 

from the images. The number of clusters is the number of colours that are to be extracted. If 

the number of clusters is less than the expected number of dominant colures the remaining 

colours are populated with the first colour that is extracted. 

 

 
 

The Python library cv2 has a method, calcHist, that generates a pixel intensity histogram. 

There are three histograms created one for each colour channel, red, green, and blue. 
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The two models that are used to classify the image feature are the k-nearest neighbour (KNN) 

and support vector machines (SVM). The MDC features and PIH feature undergo a clustering 

process before they are fed into the KNN model. The cluster process using the k-means 

algorithm to identify the images with similar features. The images are flattened, and a 

principal component analysis is performed to reduce the number of features. The cluster 

where the data points are the closest is selected and a new DataFrame is created that will be 

used for the model. 
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The first model that is used is the KNN model. The image data is flattened the data. Prior to 

the data being fitted to the model a PCA and linear discriminant analysis (LDA) are 

performed on the data to reduce the number of features. The data is split into test and training 

subsets. Hyperparameter tunning is perform for the following parameters: number of 

neighbours, weights, algorithm, leaf size, and power. The best model is selected and the 

performed is assessed using accuracy, precision, recall, F1-score, and area under the curve 

(AUC). 

 

 
 

The second model the data is passed into is the SVM model. The correct predictions from the 

KNN model are used to train this model. Data augmentation and recursive feature elimination 

are performed before the data is fitted to the model. Hyperparameter tunning is perform on 

the following parameters: C, kernel, gamm, degree, and coef0. This model is trained using 

MDC, PIH, and a combination of the two. The output is three SVM models. 
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The final stage in the classification process is to pass the SVM models into an ensemble 

model. This model combines model into a singular model to help improve performance. The 

two best models are selected. The model’s performance is assessed using precision, recall, F-

1 score, accuracy, and AUC. 
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The final stage in the process is the data evaluation. The classifation_report method from the 

SciKit-learn pack is used to assess the perform of each model. This report displays the 

accuracy, precision, recall, F1-score and AUC for each model. There are also some code 

sippets that plot the MDC and PIH feature on a graph 
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