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1 Introduction

The goal of the Artificial Intelligence Based Psychological Prediction of HTP Draw-
ings1 project is to analyse the psychological conditions such as depression and anxiety
of children by using various artificial intelligence algorithms to data collected from the
House-Tree-Person (HTP) test, one of the most well-known art therapy methods. This
manual provides detailed instructions for users who wish to execute the code, including
setting up the project environment and making changes to the existing architecture as
needed.

2 System Requirements

For effective completion of the project, several kinds of hardware and software features
must be available. Users who do not have access to these features may have difficulty
running the code. In this section, the technologies and tools used in the project are
described in detail.

2.1 Hardware Requirements

Detailed hardware information of the device on which the project was developed is given
in Table 1.

Hardware Features The Author’s Devide

Model MacBook Pro
Chip Apple M2
Cores 8 (4 performance and 4 efficiency)
RAM 8 GB

Hard Disk 256 GB
Operating System MacOS 14.5

Table 1: Hardware Specifications

1Artificial Intelligence Based Psychological Prediction of HTP Drawings GitHub Repository: https:
//github.com/iremhttp/HTP-Project
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2.2 Software Requirements

The project was developed with the open-source Python programming language and ran
in the Jupyter Notebook environment via Anaconda Navigator. For this reason, the
first step that needs to be taken in order for the program to be run on another device
is to download the Anaconda Navigator2 program. After the download process, the
Jupyter Notebook should be launched from the Anaconda Navigator screen, which has
an environment similar to Figure 1.

Figure 1: Anaconda Navigator

Different technological tools have been used in order to successfully implement the
various steps carried out within the scope of the project. These tools and libraries are
classified according to their intended use and are shown in Figure 2.

Figure 2: Libraries and Technologies Used

All the technologies and libraries used in the project have been imported as shown in
Figure 3.

2Anaconda Navigator: https://www.anaconda.com/products/navigator
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Figure 3: Imported Libraries

3 Dataset Description & Loading

The main data set used in this project was created by the Psychology Department of
Istanbul Bilgi University, which considered ethical values. The dataset contains PDF files
representing each patient and containing HTP test drawings of the patient represented
by the file. Additionally, it contains an Excel file with psychological scores assigned to
these drawings by expert psychologists, as well as patient information. The dataset was
used in this project thanks to the submission of special permission documents to Istanbul
Bilgi University. Due to confidentiality rules, the dataset cannot be shared.

The mentioned data set is manually labelled as described in detail in the project
report and downloaded in COCO format. This COCO file is uploaded to the system as
shown in Figure 4 .

Figure 4: Loading The Labelled Dataset
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4 Dataset Restructuring

After the downloaded COCO zip file has been uploaded to the system, the dataset has
been reshaped as shown in Figure 5 and 6 for easier use.

Figure 5: Moving Files In COCO File

Figure 6: Moving Images To The ”Image” Folder

The JSON file that comes with the COCO file and contains the tag and object location
information of the images has been updated to match the images that have just been
moved to the ”images” file, as can be seen in Figure.
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Figure 7: Updating JSON File

5 Dataset Preprocessing & Augmentation

The images in the dataset were cropped using object location information from the JSON
file as shown in Figure 8. It provided that unrelated sketches drawn by children on the
same paper were eliminated from the dataset to avoid them influencing the decision-
making process of the project’s models.

Figure 8: Cropping Images

Then, the images went through the resizing and normalisation preprocessing steps as
in Figures 9 and 10.

Figure 9: Resizing Images
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Figure 10: Normalising Images

After these operations, the data-frame, where the data in the Excel file in the original
dataset was previously moved and updated for easier use, as in Figure 11, has gone
through various preparatory processes as in Figure 12 and 13.

Figure 11: Loading Excel From Original Dataset

Figure 12: Creating Column For Labels

In the next step, the empty files that are not labelled in the dataset are removed as
Figure .
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Figure 13: Drop Images With No Labels

Figure 14: Remove Images With No Labels

Figure 15 and 16 shows the creation of a separate dataset file for use in the feature
extraction section, which is one of the important steps of the project, and the data
augmentation process performed using the QuickDraw dataset.

Figure 15: Feature Extraction Dataset Creation and Data Augmentation

After the completion of the formation of the dataset for feature extraction, the images
were subjected to preprocessing steps as can be seen in Figure 17.
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Figure 16: Feature Extraction Dataset Preparation

Figure 17: Feature Extraction Dataset Preprocessing

As shown in Figure 18, this prepared dataset has gone through the Class Weights and
Label Encoder steps to be ready for model training.

Figure 18: Class Weights and Label Encoder
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6 Model Implementation & Evaluation

6.1 Feature Extraction Models

The first model used for feature extraction has a structure similar to the ResNet50 Figure
19.

Figure 19: ResNet50 Architecture

The model trained by using the code in Figure

Figure 20: ResNet50 Training

The ResNet50 model is evaluated as shown in Figure 21.

Figure 21: ResNet50 Evaluation

The architecture of the VGG16 model, the second model used for this task, is created
as shown in Figure 22.
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Figure 22: VGG16 Architecture

The training of the model is as shown in Figure 23.

Figure 23: VGG16 Training

Figure 24 represents the evaluation of the model.

Figure 24: VGG16 Evaluation

The latest model applied for feature extraction, EfficientNet, is created as in Figure
25.
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Figure 25: EfficientNet Architecture

Figure 26 shows the code for training the model.

Figure 26: EfficientNet Training

Finally, the model performance was evaluated as shown in Figure 27.

Figure 27: EfficientNet Evaluation

The performance measurements of all models and their comparison with each other
are represented in the code block in Figure 28.
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Figure 28: Models’ Performances

The relationship between the epoch and the accuracy-loss change of the models was
examined with the code block in Figure 29.

Figure 29: Models’ Accuracy and Loss By Epochs

Due to its best performance, the VGG16 model was saved as shown in Figure 30 to
extract the features of the images in the following stages of the project.

Figure 30: Model Save and Load

After examining the models, it was seen that the ResNet50 and VGG16 models showed
high accuracy performance. Therefore, the decision-making processes of these models
were analysed using the Grad-CAM approach. For this purpose, functions are defined
first (Figure 31).
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Figure 31: Grad-CAM Functions Defined

Then, as in Figure 32, an image was randomly selected from the dataset to be ex-
amined with the Grad-CAM.

Figure 32: Image Selection for Grad-CAM

First, the code block in Figure 33 was applied to analyse the features that the Res-
Net50 model pays attention to when making decisions.

Figure 33: ResNet50 Grad-CAM

Finally, the VGG16 model was examined through Grad-CAM (Figure 34).
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Figure 34: VGG16 Grad-CAM

6.2 Psychological Detection Models

Following the Feature Extraction experiments, the final stage of the project started,
which is Psychological Detection. In order to make psychological detection easier, the
psychological scores found in the data-frame were first examined. After the boundaries
and average values of these scores were carefully examined with the code in Figure 35,
the thresholds found.

Figure 35: Analysing the Scores

Then, the numerical scores in the data-frame were converted into categorical scores
(Figure 36).

In the next step, the dataset that will be used in the experiment to detect psychological
disorders such as depression and anxiety, has been reconstructed in light of the changes
in the data-frame. First, sub-folders were created in the dataset as in Figure 37.
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Figure 36: Updating Data-frame By Using The Thresholds Determined

Figure 37: Sub-folder Creation

After that, the images were moved to the created sub-folders according to the psy-
chological characteristics they contained (Figure 38).

In the psychological detection task, depression detection experiments were first con-
ducted. The VGG16 model, which was saved because of its performance in Feature
Extraction experiments, was used to extract the characteristics of the ”Depression” data
(Figure 39).
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Figure 38: Dataset Organised

Figure 39: Feature Extraction for Depression

Then, the results obtained as shown were stored in a special data-frame created for
easier use as can be seen in Figure 40.

Figure 40: Depression Data-frame Creation

Due to the unbalanced distribution of the data, the Class Weights approach was
applied as shown in Figure 41.
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Figure 41: Depression Dataset Imbalance Handled by Class Weights

Using the common machine learning function shown in Figure 42, multiple models
were trained with HTP image features. Their performance was then assessed by testing.

Figure 42: Common Depression Detection Function

The machine learning approaches proposed to be used in the project report are im-
plemented as in Figure 43 using the common function.

Figure 43: Model Training and Evaluation By Common Function

Another psychological aspect explored in the model’s performance detection is anxiety.
First, as in the depression detection experiment, the features of the images in the anxiety-
specific dataset are extracted using the saved model (Figure 44).
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Figure 44: Feature Extraction for Anxiety

Following this step, the extracted features are stored in a specially created data-frame,
as in Figure 45.

Figure 45: Anxiety Data-frame Creation

Figure 46 shows the Class Weights approach applied in order to prevent errors that
imbalance in the dataset may cause in the decision process of the models.

Figure 46: Anxiety Dataset Imbalance Handled by Class Weights

Using a common machine learning function, the models are trained, tested, and per-
formance information is provided for accurate analysis (Figure 47).
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Figure 47: Common Anxiety Detection Function

Finally, the effectiveness of various machine learning models in detecting anxiety by
HTP images with the defined function was examined as can be seen in Figure 48.

Figure 48: Model Training and Evaluation By Common Function
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