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1 System Configuration

The project is done on 64-Bit Windows 11 pro—operating system with 8 GB RAM with

Intel® Core™ 5-8259U Processor having a base clock speed of 3.30 GHz.

Item Value

Version 10.0.19045 Build 19045
Other OS Description Not Available

0OS Manufacturer Microsoft Corporation
System Name DESKTOP-CJAOQNI

System Manufacturer Apple Inc.

System Model MacBookPra15,2

System Type x64-based PC

System SKU

Processor Intel(R) Core(TM) i5-8259U CPU @ 2.30GHz, 2301 Mhz, 4 Core(s), 8 Logical Processor(s)
BIOS Version/Date Apple Inc. 2020.61.1.0.0 (iBridge: 21.16.2057.0.0,0), 11-11-2023
SMBIOS Version 33

Embedded Controller V... 255.255

BIOS Mode UEFI

BaseBoard Manufacturer Apple Inc.

BaseBoard Product Mac-827FB448E656EC26
BaseBoard Version MacBookPro15,2

Platform Role Mobile

Secure Boot State On

PCR7Y Configuration Binding Not Possible
Windows Directory CAWindows

System Directory C:A\Windows\system32

Boot Device \Device\Harddiskvolume1
Locale United Kingdom

Hardware Abstraction L... Version = "10.0.19041.3636"
Username DESKTOP-CJAOQNIN\Balaji_Dinakaran
Time Zone India Standard Time
Installed Physical Mem... 8.00 GB

Total Physical Memory ~ 7.85 GB

Available Physical Mem... 2.57 GB

Total Virtual Memory 14.6 GB

Available Virtual Memory 6.63 GB

Figure 1: System Conifguration

2 Software Requirements
For the project we have used following software:

Python 3.11.4
Anaconda 2.4.3
VS Code

Jupyter Notebook

el N

3 Python Libraries

The project uses following python libraries:
1. TensorFlow
2. Keras



numpy
matplotlib
pandas
sklearn
itertools
nitk

. transformers
10. scipy
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4 Dataset

1. The dataset is readily available at Kaggle and licensed by MIT. This dataset
provides synthetic data related to vehicle maintenance to help predict whether a
vehicle requires maintenance or not based on various features.

2. The model uses a dataset of 50,000 vehicles, featuring both categorical and
numerical data on specifications, maintenance, and operational metrics.

3. Link - https://www.kaggle.com/datasets/vehicle-maintenance-data

5 Data Preprocessing

1. Data is cleaned and process to remove unwanted columns from the data frame.
2. The data is label-encoded to convert categorical variables into a numerical format
suitable for model training.

Figure 2: Label Encoded Data
3. Following label encoding, feature selection such as spearman, pearson and
SelectKBase to retain the most relevant variables that significantly contribute to the
model performance.

Figure 3: Feature Selection using Spearman and Pearson


https://www.kaggle.com/datasets/chavindudulaj/vehicle-maintenance-data

# Feature Selection using selectiBest
# select top 10 features based on chi-squ
X = filtered_df .drap(columns=
¥ = filtered_df['Need Mainten

]-astype(*int')

select_k_best = selectkgest(chiz, k=12)
X_new - select_k_best.fit_transforn(x, 1)

# Get the scores for eoc)
feature_scores - sele
feature_names = X.col
selected_festurss = f

ing X 1is a DotoFrane
select_k_best.get_support{()]

print("selected f
print("Feature sc

elected festures)
ure_scores)

#training and test set bosed on selected features

X = pred_df[selected features

X_train, X_test, y_train, y_test = train_test_split(X, y, test _size=8.3, randon_state-42)
# print(x)

# print(y)
# Filtered df.head()

Figure 4: Feature Selection using SelectKBase

4. The figure 5 displays the final processed and cleaned dataset which serves as the
foundation for training both supervised and deep learning algorithms.

Vehicle_Model Maintenance_History Fuel Type Transmission_Type Tire Condition Brake Condition Battery Status Owner_Type Mileage Reported lssues '

[ 4 1 1 0 1 1 2 1 58765 0
1 1 1 2 1 60353 1
2 0 2 1 0 2 0 68072 0
3 0 0 2 [ 1 H 1 1 60848 4
4 0 2 H 1 o 0 H 2 a5z H

Engine_Size Odometer Reading Service Date Warranty_Expiry_Date Insurance Premium Service History Accident History Fuel Efficiency Need_Maintenance

2000 28524 23-11-2023 24-06-2025 20782 6 3 13.622204 1
2500 133630 21-09-2023 04-06-2025 23459 [ 13625307 1
1500 34022 27-06-2023 27-04-2025 17978 o 14306302 1
2500 81636 24-06-2023 05-11-2025 6220 3 16709467 1
2000 97162 25-03-2023 14-09-2025 16446 6 z 16977433 1

Figure 5: Final Label Encoded Data Frame

6 Data Analysis
1. The distribution of Need Maintenance with respect to Device whereas 1 represents
maintenance required and O represents maintenance not required. This shows dataset
contains different model with almost equivalent quantity to conduct further study.

Distribution of Need Maintenance (Need Maintznance=1) with respect to Vehicle Distribution of Need_Maintenance (Need_Maintenance=0) with respect to Device

Figure 6: Distribution of Need Maintenance with respect to vehicle
2. Distribution of 'maintenance' based on different issues as hue

[ [Pyt

Figure 7: Distribution of 'maintenance' based on different issues as hue
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7 Model Training and Testing

Vehicle maintenance prediction using supervised learning and deep learning (Neural
network) algorithms.

1. Logistic Regression

Ir =
1r.fit

Figure 8: Model Training
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2. Decision Tree

Figure 10: Model Training
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Figure 11: Model Evaluation Report

3. Gradient Boosting Regressor
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Figure 12: Model Training
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Figure 14: Model Training
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Figure 15: Model Evaluation Report

5. Gated Recurrent Unit

ated Fecur: m

ur fes

into training ond

Assuwing x and y are

= Split the

# x_trai /_train, y_test -

Feature scaling
scaler - standardscalar()
x_train = scaler.fit_transforn(x_train)

%_test = scalor.transforn(X_test

model - Soque
model add{GRUCunits-se, input_shapes({x_train shaps[1]. 1), return_sequencessFalse)
model. add{Dense(1, activaticns'sigeoid))

dict on the test

y_pred_proh « wadel. predii
y_pred = np.raund(y_pred_pro)

slculate accuracy
accura
print{

ro(y_te
% accuracy

_ared)

# Colculate FI
f1 = f1_ccare(y_
F1 score

print{"Recall:

Figure 16: Model Training
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Figure 17: Model Evaluation Report

6. Long Short-Term Memory

ang Short-Term Memory (LSTH)

Feature scoling

scaler = Standardscaler()

= sequential
- 3dd{LETM (unit
~add{Denze(

activation-'sigs

le the madel

coapile(catinizer-Adan()

in, y_train, cpac

Lugte the model on the test data
valuate(X_tes
accuracy:.2f}')

ct on the test dot
_pred_prob = madel. predict(X,
_pred « ng.round(y_pred_prob)

accuracy = accuracy_:

core(y_test, y_pred)

print(accuracy: ¥.2¢° X accuracy)

calculate F.
1 - f1_scare(y
print(

print( Recall

Figure 18: Model Training
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Figure 19: Model Evaluation Report

7. Minimal Gated Unit

Figure 20: Model Training
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Figure 21: Model Evaluation Report
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