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1 System and library requirements

1.1 Hardware configuration
Following are the details of the system used for the experiment:

Feature Configurations

Operating System MacOS Sonoma

System Memory 288.33 GB

Processor Apple M1

Hard Drive 8 GB

1.2 Software configuration
The following libraries are necessary to run the code and compile the experiment with the
right versions:

- Torch 2.3.1+cu121
- Pillow 10.2.0
- Numpy: 1.19.5
- Keras: 2.6.0
- Matplotlib: 3.2.2
- sklearn: 0.23.1
- Tensorflow: 2.5.0

1.3 Data source
The dataset was ‘The Deepfake Detection Challenge’ which was chosen from Kaggle and we
have chosen the sample dataset from that which is 4.44 GB and only 400 videos with the
following file contents:
train_sample_videos.zip - a ZIP file containing a sample set of training videos and a
metadata.json with labels. the full set of training videos is available through the links
provided above.
sample_submission.csv - a sample submission file in the correct format.
test_videos.zip - a zip file containing a small set of videos to be used as a public validation
set.



2. Preprocessing

2.1 Set up

We have used Google Colab for the experiment and uploaded our data to Google drive and
connected it through that:

Following are the files in our data source:

Now we must import all the libraries needed:

2.2 Face Detection and Frame Extraction

After importing all the libraries, let us move forward to the following functions:



Let us now create a function to count train and test dataset features. The following code takes
in 4 features from the data frame.

After feature training, we will now implement Cv2 to capture frames in videos. The
following function will take the file path and then read all the images.

Function to extract and compare different images from videos:



Now we will code a function to detect face features from the image:

Function to play videos during initial exploration of the dataset:



Now we will write 2 functions, the first one to extract the frames and the second to detect
objects:



The above-mentioned code also can display an example and we selected a file to see how it
works and following was the output for our chosen image:

Further, we will generate a folder with all the captured frames from the videos and label and
classify them:



Following is the output for our above function and it basically lists all the frames we have
have labels and sorts them in the right folder while saving the paths.

We now move on to flattening the images and splitting them between training data and test
data



Thus we received the following output with all the descriptions:

3. Implementation

3.1 Xception model



3.2 EfficientNet

Validation Loss: 0.001265091821551323
Validation Accuracy: 1.0

3.3 Proposed model: Bayesian CNN-GAN model

Following is the code for our model:





4. Evaluation

For evaluation of our proposed model, we have performed a confusion matrix using the
following code:
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