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1 Introduction  
 

This configuration manual provides the comprehensive guide to set up the environment, 

installing the required software, configuring necessary tools and managing datasets for the 

successful replication of the experimental setup for Aspect-Based Sentiment Analysis using a 

combination of BERT and Hierarchical Attention Network (HAN) with Knowledge Graphs. 

This manual is designed to assist to replicate the experiments described in the project. It does 

not cover the installation of standard software but focuses on the specific configurations and 

settings that are essential for this project. 

 

 

2 System Configuration  
 

• Processor: 12th Gen Intel(R) Core(TM) i5-1235U @ 1.30 GHz 

• RAM: 16.0 GB 

• System Type: 64-bit Operating System, x64-based Processor 

• Operating System: Windows 11 Home Single Language 

 

This setup provides sufficient computational power and memory to efficiently run the Python 

scripts and machine learning models used in this project. The use of a GPU is recommended 

for faster training times, particularly when working with deep learning models like BERT 

and HAN. 
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Fig 1: System Configuration 

 

 

3 Software Requirements 
 

To carry out the project ensure that the following software tools are installed on your system: 

1. Anaconda - Used for managing Python environments and packages. Version 2.3.3 or 

later is recommended. 

2. Python - Version 3.9.7, which comes with Anaconda distribution. 

3. Jupyter Notebook - Used for interactive development and testing of code. 

4. Google Colab - Optionally used for running scripts on a cloud-based environment 

with GPU acceleration. 

 

4 Python Libraries 
 

The project uses the several Python libraries for data processing, machine learning and 

visualization: 

1. pandas 

2. matplotlib 

3. seaborn 

4. nltk 
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5. spacy 

6. gensim 

7. scikit-learn  

8. transformers 

9. torch (PyTorch) 

10. pyLDAvis 

11. lime 

12.  

The required libraries can be installed using pip with the following command: 

pip install pandas matplotlib seaborn nltk spacy gensim scikit-learn transformers torch scipy 

pyLDAvis lime 

After installing the libraries, make sure to download the required Spacy model by running: 

python -m spacy download en_core_web_sm 

This will set up all the necessary Python libraries required to execute the provided code. 

 

5 Filepaths Configuration 
 

5.1 Local Machine 

 

Dataset Path Configuration: 

 
Fig 5.1 Dataset Path Configuration in Local Machine 

 

Adjust file paths to point to your local dataset.  

 

3.2 Google Colab 

 

Mount Google Drive: 
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Fig 5.2  Dataset Configuration in Google Colab 

 

6 Dataset  
 

The dataset used in this project is a combination of reviews from three sources: 

1. Yelp 

2. TripAdvisor 

3. Amazon Product Reviews 

These individual datasets are combined into the single dataset and saved as final_dataset.csv. 

The combined dataset contains the reviews from various domains which provides the rich and 

diverse set of data for sentiment analysis. 

 

Steps: 

Loading the Dataset: 

The dataset used in this project is the combination of the reviews from three sources. 

Preprocessing: 

After loading the dataset preprocessing is carried out to clean and standardize the text. This 

processed data is saved as cleaned_and_preprocessed_data.csv. 

 

Sentiment Analysis on Aspects: 

Sentiment analysis is performed on the extracted aspects and the final dataset is saved as 

dataset_with_aspects.csv. 
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Note: The dataset files will be provided. Ensure that file paths are adjusted in the code to 

correctly point to these files in local environment/colab. 

 

7 Data Preprocessing 
 

Before running the models, the dataset undergoes various preprocessing steps: 

1. Loading the Dataset: Ensure that the final dataset is loaded from final_dataset.csv in 

your notebook or IDE. 

2. Text Preprocessing: This involves tokenization, removing stopwords, and 

lemmatization to clean the text data. 

3. Handling Class Imbalance: Resample the minority class to match the majority class 

size. 

 

 

Fig 7.1 Cleaned and processed Data 

 

4. Aspect Sentiment Analysis Using BERT:After preprocessing the BERT model is 

used to perform the sentiment analysis on the extracted aspects. The output is then saved 

as “dataset_with_aspects.csv”. 
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Fig 7.2 Dataset after ading the Aspect_sentiments column 

 

8 Model Training and Testing with BERT 

Once the dataset with aspect sentiments is ready the BERT model is  used for model 

training and evaluation: 

1. Model Preparation:The BERT model is fine-tuned on the processed dataset to 

perform aspect-based sentiment classification. 

 

Fig 8.1 Code for model development 

2. Training:The model is trained using a standard training loop, adjusting parameters to 

optimize performance. 
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Fig 8.2 Model Training 

3. Evaluation:Evaluate the model using metrics such as accuracy, F1 score, precision, 

recall, and confusion matrices. 

 

Fig 8.3 Code and Output for Model Evaluation 

9 Hierarchical Attention Network (HAN) with Knowledge 

Graph and BERT 
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After evaluating the BERT model the project implements a Hierarchical Attention 

Network (HAN) combined with knowledge graph embeddings for enhanced aspect-

based sentiment analysis: 

1. HAN Model Configuration:The HAN model is designed to process word-level and 

sentence-level features of the text. The output is combined with knowledge graph 

embeddings to improve contextual understanding. 

 

 

Fig 9.1 Model Config for HAN with Knowledge graph  

 

2. Model Training: HAN model trained using PyTorch using the knowledge graph 

embeddings for more accurate sentiment predictions. 
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3. Evaluation:Evaluate the HAN model using the same metrics as the BERT model and 

compare performance improvements. 

 

 

 

 

 

 
 


