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David Oluwatimilehin Bamikole
X22179640

1 Introduction

This manual provides information on the environment where the project was implemen-
ted. It also gives an outline of how to reproduce the project titled ”Evaluation of Mul-
timodal Transformer Data Fusion Techniques”.

2 System Configuration

This project was executed on Google Colab Pro, a web-based interactive Jupyter notebook
compatible with Python programming language. The platform gives access to virtual
system resources such as CPU, Disk space, RAM and GPU. Also, the platform comes
with pre-installed libraries, with a provision to install other libraries as well. Figure
1 shows the system information and Figure 2 shows the GPU information used. The
available disk space was 78GB.

Figure 1: System Information

Figure 2: GPU Information
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3 Python Libraries

The following libraries were used for the implementation of this project.

• Os

• Pickle

• H5py

• Pandas

• Torch

• Json

• Scipy

• Math

• PIL

• Numpy

• Time

• Seaborn

• Optuna

• Logging

• Matplotlib

• Transformers

• Codecarbon

• Scikit-learn

Most of the libraries come pre-installed on Colab while the other ones need to be
installed. Figure 3 shows the snippet for the missing libraries installation and Figure 4
shows the importation of necessary libraries.

Figure 3: Libraries Installation

2



Figure 4: Importation of Libraries

4 Environment Setup

To run the experiment, the preprocessed data could be obtained on Google Drive 1 which
is the storage for the official dataset GitHub account 2.

The ’mosi raw.pkl’ will be downloaded from Google Drive and uploaded to the Colab
root directory. At this stage, all the cells can be run sequentially.

5 Execution Stages Explained

The code snippet in Figure 5 shows the dataset loading phrase.

Figure 5: Loading of Dataset

1https://drive.google.com/drive/folders/1uEK737LXB9jAlf9kyqRs6B9N6cDncodq?usp=

sharing
2https://github.com/pliang279/MultiBench?tab=readme-ov-file
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The code snippet in Figure 6 shows the alignment and creation of dataloader for all
dataset groups.

Figure 6: Dataloader Implementation

The code snippet in Figure 7 generates the dataset distribution plot in Figure 8.

Figure 7: Code for Dataset Distribution

Figure 8: Dataset Distribution

The code snippet in Figure 9 shows the helper functions to normalize the dataset,
identify NaN and inf in the data and calculate Pearson correlation

The code snippet for the early concatenation is shown in Figure 10, while the code
snippet for training the model and hyperparameter search is shown in Figure 11. Figure
12 shows the code snippet for the best parameter obtained.

The code snippet for the cross-modal attention is shown in Figure 13 and Figure 14,
while the code snippet for training the model and hyperparameter search is shown in
Figure 15. Figure 16 shows the code snippet for the best parameter obtained.
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Figure 9: Utility Function

The code snippet for the hierarchy modal attention is shown in Figure 17, while the
code snippet for training the model and hyperparameter search is shown in Figure 18.
Figure 19 shows the code snippet for the best parameter obtained.
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Figure 10: Early Concatenation Design Code

Figure 11: Early Concatenation Implementation Code
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Figure 12: Early Concatenation Best Parameter Code

Figure 13: Cross-Modal Attention Design Code
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Figure 14: Cross-Modal Attention Design Code

Figure 15: Cross-Modal Attention Implementation Code
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Figure 16: Cross-Modal Attention Best Parameter Code

Figure 17: Hierarchy Modal Attention Design Code
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Figure 18: Hierarchy Modal Attention Implementation Code

Figure 19: Hierarchy Modal Attention Best Parameter Code
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