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1. Introduction 
This configuration manual provides the necessary steps to set up the environment and run the 
code for the research “Optimizing Job Recommendation Systems with AI: A Deep Dive into 
BERT and GPT Models”. The research uses advanced NLP models like BERT and GPT to 
enhance job recommendation systems. The manual outlines the hardware and software 
requirements, data extraction process, required Python libraries, and instructions for running 
the code. 

2. System Configuration 
2.1. Hardware Requirements  

The research is conducted at a local system with the specifications below.  
1. Model Name: MacBook Pro 
2. System OS: MacOS Sonoma (Version 14.5)  
3. Processor: Apple M1 
4. Memory: 8 GB 

2.2. Software Requirements  

1. Python 3.9: The code is written in Python 3.9. 
2. Jupyter Notebook: Used for developing and running the project code. 
3. Anaconda: Used for managing the Python environment. 
4. Hugging Face Transformers: Library for NLP model implementation. 
5. PyTorch: Deep learning framework used for model training and inference. 

3. Data Extraction and Preparation 
3.1. Dataset Description  

The dataset used for this research consists of job postings scraped from an online 
platform. The dataset includes attributes below for Software Engineering job area. 



Figure 1: Scrapped Dataset Attributes 

3.2. Loading the Dataset 

1. The provided CSV files are placed in a directory accessible by the Python 
environment. 

Figure 2: Provided CSV Files 

2. The datasets is loaded using Pandas. 

Figure 3: Data Loading 

4. Required Python Libraries 
The necessary Python libraries are installed using pip. 
1. pandas  
2. numpy  
3. torch  
4. transformers  
5. scikit-learn  
6. matplotlib  
7. seaborn



5. Implementation 
5.1. Data Preprocessing 

1. Column Removal: Unnecessary columns are removed. 
2. Handling Missing Values: Missing values in the salary column are filled with 'Not 

Provided’. 
3. Text Normalization: Text columns are normalized by converting to lowercase and 

stripping excess whitespace. 
4. Feature Encoding: One-hot encoding is applied to categorical features and numerical 

features. 
5. Datetime Converting: Date columns are converted to datetime objects. 

Figure 4: Data Preprocessing Steps 

5.2. Feature Engineering 

A Job Desirability Score is calculated based on normalized ratings, review counts, and 
job type weights and it is converted into binary labels. 



Figure 5: Feature Engineering 

5.3. Model Training 

1. BERT: Model is trained, using the prepared dataset. 

Figure 6: BERT Model Training 

2. GPT: Model is trained, using the prepared dataset. 

Figure 7: GPT Model Training 



6. Running The Code 
1. Jupyter Notebook: Directory is opened, containing the notebook files provided. 
2. Executing: Cells in the notebooks is run sequentially to preprocess data, train the models, 

and evaluate the results.
3. Saving: The trained models are saved for using again in the future.

Figure 8: BERT Model Validation and Evaluation 

Figure 9: GPT Model Validation and Evaluation
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