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Abstract 

 

Artificial Intelligence (AI) has experienced a massive growth in development and usage over 

the last decade, transforming global industries and workplaces. The pace of change caused by 

AI has been staggering, challenging regulatory bodies to keep pace with its progress. This 

thesis explores the obstacles facing the relevant regulatory bodies including difficulties 

defining AI because of technology’s broad nature, the governance difficulties caused by its 

many applications, and its rapid pace of development. The research evaluates the regulatory 

approach currently adopted by the US, EU, and China, assessing whether industry specific 

strategies may be more successful than the current systems and whether current enforcement 

mechanisms will be successful in protecting people’s privacy and ensuring the ethical 

development of the technology. The study also considers the future, seeking ways to overcome 

theories such as the Collingridge Dilemma and technological determinism that predict the 

technology is likely to follow its own path and by the time its pitfalls are realised, they will be 

difficult to govern. 

Using a qualitative methodology, the research focuses on understanding the perspective of 

technology sector professionals to garner insights into the current and future state of AI 

governance through semi-structured interviews. Key findings reveal several common themes: 

AI’s scope is too broad, the importance of transparency, the role of ordinary people in its 

governance, and the need for improved AI literacy. The study revealed that the rapid pace of 

AI’s development is likely to challenge legislators, and that transparency will be vital but 

difficult to obtain due to competition in ensuring responsible and safe AI development. It also 

revealed that the current role played by the public in its governance is that of a ‘Guinea pig’ 

and that education about AI’s implications is essential to allow ordinary people to have an 

informed voice in the AI governance narrative, rather than allowing a small number of 

technologist and companies dictate AI’s future. 

The thesis adds to the growing narrative on AI governance by analysing the current regulatory 

approaches, the roles different stakeholders can play, including the challenges they are likely 

to face in designing governance models that can balance innovation with sound ethical 

practices. The findings emphasise the need for improved AI literacy among the public and the 

development of new governance frameworks that are agile enough to keep pace with AI’s rapid 

development. 
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Chapter 1: Introduction to the Thesis and Research Topic 

1.1 Background to the Study 

The current trajectory of AI has the potential to change many aspects of our lives and society. 

Dwivedi et al. (2021a) suggest that these advancements have the capacity to augment our daily 

existence, much like an industrial revolution. The world has experienced four industrial 

revolutions, starting in the middle of the eighteen hundreds, characterised by a shift from 

agrarian economics and hand production to machine-based manufacturing and industry. Each 

revolution has enacted change, radically altering the social fabric at the time, leading to 

urbanisation, altered work practices, increased affluence, and economic disparities. With each 

revolution the quality of life has improved, people live longer, work less, and are generally 

wealthier than their ancestors, but each revolution has also introduced its own challenges such 

as air pollution and global warming that require complicated solutions (Groumpos, 2021). 

 

AI as a technology presents a paradoxical scenario where its future opportunities are 

accompanied by significant trade-offs (Dwivedi et al. 2021b). While AI systems have the 

capability to optimise power grids and reduce energy consumption, Payton (2023) describes 

how the large data centres needed to drive AI systems globally, account for the same energy 

use as the annual consumption of the United Kingdom. Conversely, AI has the potential to 

harmonise the global workforce, enhancing job satisfaction and equality in both developed and 

developing countries (Rathi, 2018). It offers the prospect of automating mundane tasks 

allowing humans to focus on management and creative roles. However, Bughin et al. (2018) 

warn that AI might widen the gap between developed and developing countries because AI can 

automate jobs that were traditionally outsourced to developing nations, thus creating economic 

challenges for these regions. In healthcare, AI promises significant advancements in 

diagnostics, treatments, and patient outcomes. Tizhoosh and Pantanowitz (2018) acknowledge 

AI’s benefits in healthcare but also highlight the possibility of increased costs associated with 

its development, which could exacerbate healthcare accessibility for populations in developing 

countries and lower income groups in developed nations. This could cause a healthcare 

disparity where only the affluent have access to advanced medical care (Sun and Madaglia., 

2019). 

 

The current AI revolution stands apart from previous revolutions due its pace of change. Early 

revolutions happened over decades and were generally confined to a specific area such as 
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manufacturing which enabled governance strategies to keep pace with their evolution 

(Groumpos, 2021). AI presents a unique set of challenges because of its complexity, diverse 

sectors that it impacts, and ethical and privacy concerns arising from the data required to 

operate its systems. Also, in an era of globalisation, it requires international cooperation which 

poses a challenge (Taeihagh, 2021). 

 

The technology industry was selected as the focus of this study as it is the largest user of AI 

systems and the sector that makes theoretical AI systems a reality. The technical knowledge 

and practical experiences of employees working in the sector are essential to develop effective 

governance frameworks (Benbya, Davenport and Pachidi, 2020). 

 

1.2 Gaps in the Literature  

 

AI Governance is an emerging field with grey areas that lack a concise definition and scope for 

what constitutes an AI system and how it should be governed. Until recently, AI systems came 

under the umbrella of technology governance, but its recent advances have seen its application 

across a variety of private and public sectors areas including some high-risk sector’s such as 

finance, automobiles and healthcare (Birkstedt et al., 2023). As a result, concern has grown 

over the risks of using these systems, including algorithmic bias, transparency, and privacy 

violations (Birkstedt et al, 2023: Jobin et al, 2019). 

 

AI varies from other technologies in several ways that naturally lead to research gaps. Its rapid 

evolution means that after a research study is conducted on its latest trend, it is often outdated. 

The technology is so complex that few academics truly understand its workings and finally, it 

is expected to one day surpass human intelligence, which creates unique challenges such as 

responsibility gaps and the potential loss of human agency, both of which are in the early stages 

of research (Santoni de Sio and Mecacci, 2021). 

 

While there is a wealth of research on the technical aspects of AI and how different systems 

work, limited research exists on the technology’s governance, and its effect on society, possibly 

due the topics complexity (Papagiannidis et al., 2023). Similarly, there is little research on what 

role ordinary people can play in its regulation. This study attempts to fill the research gaps 

regarding what constitutes an AI system, evaluate the current governance strategies in the EU, 
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China, and the US, and explore what technology industry professionals perceive the future to 

be, all from the perspective of an ordinary person. 

 

1.3 Academic Justification  

The justification for the study lies under two broad themes: A lack of ‘AI literacy’ among 

ordinary (non-technology industry) people and the implications of the Collingridge Dilemma 

in governing new technologies. 

 

Firstly, AI’s scope means that it will affect multiple aspects of human life and not just 

employees working in the technology industry (NG et al., 2021). Technology professionals 

were chosen as the sample for this study as they are best placed to describe the challenges in 

governing AI due to their technical knowledge. The goal of this study is to relay these 

challenges in a way that non-technical person can understand, which may enhance their ability 

to contribute to the complex narrative. 

Secondly, the Collingridge Dilemma (1980) describes the challenges of governing an emerging 

technology in its infancy and explains that when the pitfalls of a technology become known it 

can be difficult to enact change. The phenomenon has been experienced over the last thirty 

years during the development of the internet and later with the explosion of social media. Both 

technologies have created benefits to society, but they have also posed several challenges in 

their governance, with leading companies from both industries receiving large fines in recent 

years for breaches of privacy and data regulations (Ulnicane et al., 2021). The distinction 

between governing these two industries and AI is the risk associated with errors or breaches of 

regulation, due to the sectors AI is now embedded in, the scale of the population that it affects 

and the possible existential threat that future variations of the technology may pose. Also, it is 

important to harness the obvious benefits of the technology that could improve quality of life 

and enhance society (Dwivedi et al., 2021a). 

 

1.4 Research Aim(s)  

This study has three main aims. The first aim seeks to define and clarify the scale of problem 

facing regulatory bodies by exploring whether the concept of AI is too broad as well as 

identifying the challenges posed by its complexity. It will explore the role that ‘ordinary 

people’ or those not familiar with the mechanics of AI can play in designing governance 

strategies. 
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The second aim is to examine the current regulatory approaches to assess if they are sufficient 

to govern AI’s recent advancements, examining whether industry specific approaches may be 

more successful, as well as probing how global legislation can balance innovation with sound 

ethical standards. 

 

Lastly, the study identifies the future challenges in AI governance, looking at strategies that 

may enable the legislator keep pace with AI’s advancement as well as exploring the theory that 

AI is destined to follow its own evolutionary path due to the sheer complexity of the technology 

and the slow pace of current governance structures. The study asks whether AI development 

should proceed at a slower pace to allow legislation to keep up with its advances and whether 

this is likely to happen and why. 

 

 1.5 Research Questions  

To achieve the study’s aim and add guidance to the study, as well as narrowing the focus to 

specific areas of interest, the following research questions were used for direction. 

 

1) Objective 1: Define the issue. 

• Is the current definition of AI too broad? 

• What are the challenges posed by the scale and complexity of AI in its effective 

governance? 

• What role can ordinary people play and how can their contribution be improved? 

 

2) Objective 2: Evaluate the current global governance strategies. 

• Are existing models such as the EU AI Act, effective? 

• What stakeholders should be involved in designing governance frameworks? 

• Can governance bodies collaborate effectively? 

• Should governance be specific to the sector AI is being deployed? 

 

3) Objective 3: Explore the future challenges for effective AI governance. 

• Can past mistakes with similar technologies like social media and the internet be 

avoided? 

• Is AI destined to follow its own developmental path? 

• Should AI development be slowed to allow legislation keep pace with its 

advancements? 
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1.6 Methods and Scope  

The study was conducted using a qualitative strategy under an interpretivist philosophy, with 

inductive reasoning. The qualitative approach was deemed necessary due to a lack of 

established theories and models about the subject. Also, this methodology is orientated towards 

establishing a deeper understanding of the research problem using semi-structured interviews 

that were the primary data collection tool. Seven participants from different demographics and 

in various hierarchy of the technology industry were chosen for the sample to offer insights 

from a diverse perspective. The research was limited by the size of the sample available to the 

study and focused only on the governance strategies of the US, EU, and China only. 

 

1.7 Dissertation Structure   

Chapter 1 – Background and Justification for the Study 

This chapter introduced the topic of AI governance, explaining why its regulation is an 

important factor in its development. The justification for the study based on research gaps is 

also explained as well as an outline of the objectives of the study and the methods and the 

rationale behind them that were used to achieve its goal. 

 

Chapter 2 – Literature Review 

This chapter consists of a comprehensive review and analysis of the current literature available 

on AI governance and an outline of the different approaches currently used by the EU, China, 

and the US. It also describes the challenges faced by legislators in defining the problem and 

the obstacles they are likely to face in the future. 

 

Chapter 3 – Methodology  

The methodology chapter outlines the objectives of the study and the strategies and approaches 

that were adopted to achieve the study’s aims. It describes how the primary data was collected 

and analysed, the population that was selected and why, and the philosophy that was used to 

underpin the study. 

 

Chapter 4 –  Discussion and Findings 

In this chapter the findings of the study are presented and critically analysed. It highlights the 

significance of the results and discusses their implications as well as their limitations. 
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Chapter 5 – Conclusion and Recommendations 

The final chapter offers a summary of the study outlining the research gaps that were 

discovered based on the primary data and the literature review. It also describes the research 

goals that were reached and makes recommendations for future research. 

 

Chapter 2 - Literature Review 

 

2.1 Introduction to Artificial Intelligence and a Brief History. 

The term Artificial Intelligence (AI) was first used at a gathering of academics at Dartmouth 

University in 1956 where scientist aimed to design a machine that could mimic human 

intelligence, capable of learning and making decisions (Hopgood, 2005). The twenty years 

following the Dartmouth Conference, saw considerable progress in the development of 

theoretical AI concepts but funding was significantly cut in the 1970’s due to a lack of tangible 

applications for the technology. This era was called the ‘AI Winter’ which lasted until 2014, 

when investment in AI began to increase as the more advanced computational power made it 

possible to utilise some of the concepts developed in the 1970’s (Wamba et al., 2021). In the 

current era, AI encompasses a broad range of systems, including simple rule-based algorithms 

to complex self-learning machines rendering it challenging to generate a single definition. AI 

also involves several diverse fields of study including computer science, mathematics, 

psychology, and philosophy, which often sees it described by experts in terms that are most 

relevant to the field that they work in (Gbadegeshin, et al., 2021). For this review, AI is defined 

as the use of machines to replicate human intelligence by training computers using algorithms 

and data processing to exhibit traits such as learning, judgement and decision making, allowing 

a computer to perform tasks that could only be performed by humans previously (Zhang and 

Lu, 2021). This definition differs from the aim of the scientists at the Dartmouth Conference, 

in that AI relies on algorithms and data rather than mimicking the biological workings of the 

human brain and its cognitive abilities. 

 

2.2 AI’s Recent Evolution 

In its early stages, AI developers using algorithms such as neural networks and decision trees 

were restricted by the need for structured and organised data to work effectively, limiting its 
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capabilities to supervised learning. In essence, AI required clear instruction from humans to 

execute a task (Hilb, 2020). These constraints combined with a lack of computational power 

and available data when compared to the current era curtailed its uses and prevalence in 

everyday life (Kar, 2016). AI algorithms have evolved since this time with deep learning and 

reinforcement learning algorithms which are able to overcome these limitations, now able to 

process data in its natural form even if unstructured. This progress has been assisted by the 

advances in computational power and an abundance of available data (Dwivedi et al., 2021b). 

With this improvement has come the emergence of machine learning and deep learning 

techniques that allow systems to learn from vast amounts of data, enabling them to uncover 

patterns in the data to make accurate predictions. This has caused a rapid growth in investment 

in the sector over the last decade (Figure 1.0). Societies understanding of AI has also changed 

with applications such as Open AI’s chat GPT generative AI changing people’s perception of 

the technology by showcasing everyday uses rather than abstract concepts that large parts of 

society do not understand (Baldassarre et al., 2023). However, there is still a gap in 

understanding AI’s broader implications and for many it remains a conversation piece, unaware 

of its various applications. 

 

 

Source: https://iapp.org/  

Figure 1.0 – Global private investment in AI between 2013 and 2021 

 

 

 

 

 

https://iapp.org/
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2.3 Types and Classification 

AI can be divided into three distinct types: Artificial Narrow Intelligence (ANI), Artificial 

General Intelligence (AGI), and Artificial Super Intelligence (ASI). ANI, also known as ‘weak 

AI’, operates with machine learning and is commonly used in everyday life through 

applications such as Amazons Alexa and Open AI’s Chat GPT. ANI can only perform a specific 

task and do not possess the ability to transfer knowledge between different tasks or systems. 

However, ANI systems are expected to automate and replace many roles within society due to 

their ability to complete tasks at a higher speed and greater accuracy than their human 

counterparts (Taeihagh, 2021). ANI is also expected to form the foundations of AGI which is 

still theoretical but may be capable of achieving goals independently within a wide range of 

scenarios beyond human capabilities. The theoretical underpinning of AGI is that it will be 

able to adapt to performing a task without the intervention of a human, whereas an ANI system 

needs reprogramming by a human to adopt to a new task if the context or required behaviour 

is changed, even if only a minor or subtle change was needed (Goertzel, 2014). 

Finally, ASI which is also still hypothetical is predicted to one day be the most accurate form 

of AI and for some scholars an existential threat because it may be able to function beyond 

human abilities capable of advancements in fields such as science, medicine, and academia that 

are beyond human intelligence, potentially leading to the redundancy of large parts of society 

(Kelly, Kaye and Oviedo-Trespalacios, 2023). Kurzweil (2024) describes this event as 

‘singularity’ where machines will be capable of improving their own capabilities and 

intelligence exponentially. This ‘self-improvement’ will allow ASI to rapidly surpass human 

intelligence, potentially solving some of the complex global issues such as disease and climate 

change. However, the author also notes the potential difficulties in controlling such system to 

ensure that they align with societal values such as the right to privacy or preventing their 

malicious use. 

 

2.4 The Reach of AI  

The McKinsey Global Survey (2023) found that one third of the organisations surveyed are 

using generative AI in at least one business function and over half of the companies surveyed 

are using AI for business analytics or automation of some kind. The adoption of the technology 

has spiked over the last five years, and AI is playing a pivotal role in diverse industries such as 

finance, energy, healthcare, retail, manufacturing, education, and technology (Figure 2.0). 
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Figure 2.0 – McKinsey 2023 global survey on AI use by sector 

Source: mckinsey.com  

 

AI systems are supporting medical professionals in diagnosing diseases and identifying early 

signs of illness, and helping energy companies to predict consumption across grids, reducing 

the amount of wasted, unused energy. They are also improving communication around the 

globe through real time speech translation (Maslei et al., 2023). Contrary to some dystopian 

portrayals of AI, it has the potential to make driving a car safer, improve education and enhance 

quality of life. Universities, governments, and technology companies are currently investing 

heavily in AI research to improve AI systems interaction with humans so that they will become 

more adaptive to human personalities, capable of monitoring their well-being and alerting them 

to risk (Stone et al., 2022). Governments are investing in AI to improve their performance in 

areas such as the environment by identifying high contributors to air pollution to inform policy 

interventions or to improve defence by predicting vulnerable areas within their cybersecurity 

systems to prevent attacks (Leslie et al., 2023). 

 

2.5 Societal Concerns 

While the technology has the potential to provide significant benefits to society, there still 

exists concerns about the possible negative’s aspects of AI. This fear is often fuelled by a lack 

of understanding of how AI operates, and prominent figures expressing concerns about 

societies ability to control the technology, or the potential job loses that may be caused by its 
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development (Beauchamp, 2018). Nassar and Kamal (2021) note the significant ethical 

concerns that are ingrained in the technology including algorithmic bias and a lack of 

transparency and accountability making it difficult to hold corporations responsible for an AI’s 

actions. A ‘Responsibility gap’ may occur because as AI systems evolve and learn from 

interactions with other agents, it will make human control of their actions difficult causing a 

dilemma for society as to whether to continue developing the technology and risk losing control 

or maintaining control and forgoing the potential uses of these systems (Santoni de Sio and 

Meccaci, 2021; Matthias, 2004). 

 

Further challenges include the collection and use of data by AI systems which affects people’s 

right to privacy, and informed consent. AI can also be misused to generate ‘fake news’ or to 

impersonate another person using ‘machine speech’ to manipulate public opinion (Wang and 

Siau, 2018). Corrêa et al (2023) see a difficulty in creating a globally accepted set of ethical 

principles for AI, because of numerous national interests and cultural perspectives leading to 

different ethical standards. 

 

These concerns are further magnified by the companies that are driving AI development such 

as Microsoft and Alphabet with annual revenues greater than many countries economy. With 

a small cohort of powerful companies holding a considerable influence on the technology’s 

direction, the potential for abuse of power is significant. Several technology giants have faced 

government fines for privacy breaches, antitrust violations, and misuse of their market power 

in recent years (Tirole, 2021). However, these fines often fail to act as a deterrent for improper 

behaviour due the financial resources of the corporations. (Vallance, 2024). 

 

2.6 Problems defining AI and Governance 

In the context of a technology, Kuhlmann, Stegmaier and Konrad (2019) describe governance 

as a set of frameworks, policies and processes that direct the administration and regulation of 

a sector to ensure that it functions in an organised an ethical way. In the context of AI, this 

involves setting standards, rules, and procedures to manage the development and deployment 

of the technology to reduce negative impacts. According to de Almeida, dos Santos and Farias 

(2021) effective governance needs to balance innovation with ethical and compliance 

considerations to ensure that AI benefits society while minimising risks which involves 

applying various methods and approaches each suited to different contexts and objectives 



 

19 

 

rather than a single mechanism. This becomes more prevalent as Burt (2021) describes how 

law makers have not agreed on a consensus of what constitutes an AI system rendering it 

difficult to develop a common standard to govern the technology. Without a clear definition of 

what is considered an AI system, it creates ambiguity as to what legislation is governing a 

particular application. 

 

The high degree of uncertainty and complexity around AI presents challenges for governments 

in designing and implementing effective policies. AI’s non-linear nature makes it difficult to 

establish objectives and even with high levels of transparency, it can be difficult to explain how 

some outputs are reached from algorithmic inputs (Taeihagh, 2021). The complexity in some 

AI system results in only their designers understanding the potential outputs. Therefore, 

potentially the only people with the knowledge to suggest correct governance strategies are the 

same people designing the systems reinforcing the need for transparency. It is also difficult to 

design governance strategies for systems and uses that have not yet been created (Roberts et 

al., 2023). 

 In crafting a governance strategy, legislators have several methods available to them which 

will be discussed in the next part of this chapter. 

 

2.7 Can we govern the Present 

2.7.1 Different Methods of Governance 

There are three recognised governance strategies available to legislators to design AI regulatory 

frameworks, with each having their strengths and weaknesses. This section will outline these 

methods and how they could be applied to AI. 

 

2.7.1.1 Democratic Deliberation 

Democratic deliberation is a governance approach that promotes participation from diverse 

stakeholders in the decision-making process. It prioritises transparency, inclusivity and open 

dialogue which ensures that diverse perspectives are considered which may help prevent biases 

in AI systems enhancing fairness and equity (Gherghina, Mokre and Miscoiu, 2021). This type 

of approach could also foster a framework that reflects the values of a diverse spectrum of 

society rather than those of powerful corporations. However, a negative of this type of approach 

is that it may not be agile enough to deal with the rapidly changing nature of AI. Also, the 
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complexity of many AI systems means most of society lack the technical knowledge to make 

an informed contribution. (Buhmann and Fieseler, 2023). 

 

2.7.1.2 Multistakeholderism.  

Multistakeholderism is a governance model that aligns various stakeholders including 

governments, businesses, civil society, academia, and technical experts to collaborate on policy 

making and implementation. The concept grew out of traditional frameworks inability to deal 

with globalisation and its challenges which included climate change, the internet and more 

recently vaccine research. The approach recognises that no single entity has all the answers 

which is apt when dealing with the complexities and rapid evolution of a technology like AI 

(Raymond and DeNardis, 2015). According to Gleckman (2018), proponents of the theory, 

argue that the model is well suited to solving complex governance gaps, but often risks can be 

overlooked or inadequately addressed due a belief that major international stakeholders will 

deal with any issues. Opponents of the method argue that despite its inclusivity, there is a risk 

of power imbalances where dominant stakeholders such as larger nations or corporations 

heavily influence discussions and the decision-making process, marginalising less influential 

stakeholders (van Klyton et al., 2023). Also, due to its nature, with diverse stakeholders, it can 

take time to reach decisions, and establishing clear responsibility for decisions and actions 

becomes difficult with so many parties involved. Therefore, while multistakeholderism has 

many benefits, its lack of agility may prevent its use in governing AI effectively as a single 

method. 

 

2.7.2 Incrementalism 

Incrementalism is a pragmatic approach to governance that involves making small, manageable 

adjustments to policies and regulations over time based on feedback and ongoing assessment. 

A core belief of the theory is that rational decision making is not possible for most policy issues 

due to disagreements over objectives from the individual stakeholders involved in the process. 

The theory also recognises that not all the stakeholders have access to the necessary 

information needed to offer valid inputs, and the natural limitations of human foresight (Hayes, 

2022). The approach allows for flexibility and adaptability which are essential to a technology 

like AI which is continuously evolving. However, while the method provides a structured way 

to navigate uncertainty, and regarded as conductive to innovation, it may also result in slow 

progress and thus may not be agile enough to address fast-paced changes that are predicted to 

occur in the future (Gikay, 2024). 
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According to Jones et al. (2024), governing bodies will need to employ components of all three 

of these models to design a new ‘hybrid’ approach to govern AI effectively. The open dialogue 

associated with democratic deliberation is key to promoting transparency. The inclusivity of 

multistakeholderism allows governing bodies, technical experts, and corporations to come 

together to discuss policy, while the theory of incrementalism allows for small manageable 

changes to be made to regulations over time. The challenge facing governing bodies is how to 

design regulatory frameworks that can keep pace with AI’s development, identify its risks, and 

mitigate against its potential negative impacts in a timely manner (Jones, 2023). 

The next part of this chapter will analyse the strategies currently being used by the three 

territories driving AI growth. 

 

2.7.3 The US approach to AI Governance 

The United States has adopted a sectoral approach to AI governance, where regulations are 

developed for specific industries such as healthcare, finance, aviation, and defence. The 

complex nature of the US legislature that involves the creation of state and federal laws means 

that the US currently lacks a comprehensive federal law specific to AI governance. However, 

there have been several executive orders and regulations passed in recent times. One such law 

saw the establishment of an AI Safety Institution which is supported by a consortium of 

stakeholders that helped create the National AI research and development strategic plan which 

has a key role in directing federal investment in AI research and development. The US is also 

investing heavily in evaluating how existing laws apply to AI (Fazlioglu, 2023). 

 

This investment may be due to the US policy of allowing the private sector to self-regulate to 

accelerate advancements and deployment of the technology. This approach has fostered 

innovation and sees several US companies at the forefront of AI development, but it also poses 

the possibility of risky behaviour from these companies, potentially compromising safety, and 

ethics. A difficulty in the US approach will be attaining the correct balance between oversight 

and innovation to align the private sectors interests with the public good (Dafoe, 2018). 

According to Daly et al. (2019) the US policy of prioritising its competitive position could lead 

to a lack of comprehensive governance resulting in gaps in consumer protection, ethical 

standards, and privacy. While the US has employed the principles of multistakeholderism with 

various contributors to the narrative, its policy is seen to lack inclusivity and diversity as policy 

tends to be driven by powerful corporations (Shams, Zowghi and Bano, 2023). The lack of a 
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comprehensive federal law and the current system adopted by the US could see complex and 

inconsistent regulation across different states and sectors that may be difficult to change in the 

future. When combined with the complexity of the US legislative system involving state and 

federal laws, it may be problematic to develop the agile governance methods necessary for 

effective governance of the technology. Huttenlocher, Ozdalgar and Goldston (2023) highlight 

three key areas that are essential to the success of the current US strategy. Firstly, they argue 

that to regulate a technology, its scope and definition must be agreed. Lawmakers in the US 

then need to update existing laws to ensure they adequately cover AI technologies once defined, 

to prevent misuse. Lastly, they recommend developing strict industry auditing regimes to 

ensure the safe and ethical use of AI. 

 

2.7.4 The Chinese Approach to AI Governance 

Originally, the Chinese approach to AI governance differed to the US using a top-down method 

where the Chinese government approved all AI algorithms before their deployment to confirm 

that they adhered to core socialist values (Whyman, 2023). The method was based on 

guidelines set out by the Chinese government in 2017 that formed part of a goal of becoming 

an AI superpower by 2030 with a targeted output from the Chinese AI industry of 1 trillion 

yuan (State Council of the Peoples Republic of China, 2017). China updated this strategy in 

2021 to a more fluid and interactive process driven by a mix of stakeholders from diverse 

backgrounds including regional governments, academia, journalism, technologists, and 

employees at large technology companies. The evolution of their policy has accelerated China 

to become a leader in AI governance that has enabled the state roll out targeted and binding 

regulations where other territories have been slow to act including regulations to control 

recommendation algorithms, generative AI, and facial recognition (Sheehan, 2024). China is 

also working on legislation to address AI as whole rather than its subsections. This legislation 

is expected to take some time to complete and in advance of its publication, the Chinese 

Academy of Social Sciences drafted an advisory version of the future law highlighting areas 

of AI that Chinese companies should avoid unless they have the approval of the government 

(Yang, 2024). While China has been able to overcome one of the drawbacks of a 

Multistakeholder approach to governance in enacting swift legislation, Yang (2024) highlights 

how Chinese courts are set to take a business-friendly approach to disputes over ownership of 

data and intellectual property which could mean innovation and economic growth are 

prioritised over ethics and privacy. Also, China’s focus on controlling public content which is 

regarded negatively due the possible human rights violations may damage China’s global 



 

23 

 

reputation and create a reluctance for collaboration with them by other territories, which is 

likely to be needed to govern AI effectively (Gong, Qu and Dorwart, 2024). 

 

2.7.5 The European Union’s Approach to AI Governance 

The European Union (EU) is the first world superpower to draft a comprehensive AI 

governance framework. The EU AI Act was passed by the European Parliament in June 2024 

and will become law by 2026 (European Parliament, 2024). The strategy was developed using 

inputs from multiple stakeholders such as academics, industry experts, and public consultation. 

The policy has been crafted to allow incremental changes to the legislation to ensure continuous 

improvements that may be required in response to societal changes or technology advances. 

The policies of the act will be monitored by a new body called the European AI office using a 

risk-based approach to governance. The Act categorises AI systems into four risk categories as 

set out in Figure 3.0 with technologies considered unacceptable risk prohibited and those with 

minimal or no risk subject to no restrictions. The policy does not yet clearly define all AI 

technologies, but its broad description of AI is set out to be as neutral as possible to cover 

technologies which are not yet known or developed (Sioli, 2021). 

 

 

Figure 3.0 Risk Based Approach to Regulation  

Source: https://www.ceps.eu/  

 

The Act is designed to promote innovation by allowing developers to experiment with AI 

systems in a controlled environment whilst safeguarding an individual’s rights by prohibiting 

high risk applications that could manipulate behaviours or exploit the vulnerable. As part of its 

scope, the EU has placed the regulatory obligations on the developer and has the power to 

impose fines up to 7% of a company’s annual turnover for breaches of the legislation (Carter, 

Hyman and Silver, 2024). The regulation imposes legally binding rules to promote 

https://www.ceps.eu/
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transparency that requires AI developers to inform users when they are interacting with an AI 

system such as a chatbot. The same companies are also obligated to identify AI generated 

content or deepfakes in such a way that they can be detected. The bill also requires companies 

using AI to mine data for business decisions in industries such as insurance and banking to 

assess how using AI will affect people’s rights (Heikkila, 2023). 

 

However, critics of the act believe that it is overly restrictive and complex and may stifle 

innovation by small and medium sized enterprises (SME) due to the possible fines for breaches 

of rules, putting European companies at a disadvantage to their international counterparts. The 

same fines may not act as a proper deterrent for larger technology companies due to their size. 

The Act has been criticised for the ambiguous definition and risk level of AI, resulting in simple 

software systems falling under the regulations that do not pose risk, further slowing innovation 

(Higgins, Jackson and Korten, 2023). Novelli et al. (2024) also argue that the new legislation 

fails to address the liability concerns about responsibility for the autonomous actions of systems 

such as large language models (LLM’s) should they be seen to cause damage or breach the 

rules of the Act. 

 

2.8 Can we predict the future? 

The current challenges facing regulatory bodies which include defining the scope of AI, and 

refining current strategies to keep pace with the technology’s innovations are likely to continue 

to be an issue in the future. This rationale assumes that we have a limited understanding of the 

potential challenges that a new technology poses (Veale, Matus and Gorwa, 2023). The theories 

behind this thought process will be explained in the next part of this chapter. 

 

2.8.1 The Collingridge Dilemma 

The Collingridge Dilemma (Collingridge, 1980) explores the relationship between society and 

technological development and the challenges associated with governing new innovations. The 

fundamental of the theory is that while it may be easier to enact governance guidelines for a 

technology such as AI when in its infancy, there is limited information about the technology’s 

pitfalls, and once the impact of the technology and its regulatory gaps become known, the 

technologies integration into society can lead to difficulties controlling or modifying it. 

Collingridge (1980) saw control as an essential part of responsible research and innovation 

(RRI). This notion is important considering the size and influence of the corporations driving 
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AI’s growth. Part of the dilemma is how to manage the conflicting interests and power 

imbalances that the technology may cause. He saw democracy as the best way to govern 

innovation which may be difficult due to the competing interests and the need for global 

cooperation (Genus and Stirling, 2018). 

 

This obstacle may be compounded by the ‘pacing problem’ which challenges existing models 

of governance to keep up with rapid advancements in a technology’s development due to their 

cumbersome and bureaucratic nature. As a result, regulations often fail to enact sufficient 

control by the time technology has an impact on society and in many instances, they are 

outdated when they become law (Wallach and Merchant, 2019). For this reason, traditional 

government regulation is no longer seen as adequate to oversee AI’s development. Wheeler 

(2023) argues that while lawmakers still have a role to play, AI governance needs to be 

expanded to include new institutions that use more agile and reflexive methods to govern the 

technology effectively. Allowing companies to self-regulate AI may repeat the previous faults 

from self-regulation on social media and the internet. 

 

2.8.2 Historical examples of Governance Challenges 

The Collingridge dilemma may be easily illustrated by the development of a technology that 

most people have lived through. Thirty years ago, it would have been difficult to predict the 

ways the internet would integrate into our everyday lives. Originally a US military project, the 

internet developed into a global tool for sharing and accessing information easily amongst its 

users. The internet supports a large quantity of legitimate businesses, but overtime, the internet 

has also been exploited for malicious purposes such as crime, unauthorised surveillance, and 

disinformation. Privacy has also been a concern. Search engines like Google do not charge 

users for their products so in this instance many users information becomes googles product as 

they share this information with other companies to enhance their business objectives (Di Pietro 

and Cresci, 2021). For lengthy periods, internet companies were able to use people’s data 

without their knowledge for their own business concerns. Upon discovering these gaps, 

governments took actions and legislation was subsequently introduced and updated to drive 

governance including Europe’s General Data Protection Regulation (GDPR) in 2018 and 

Digital Services Act (DSA) in 2022. 
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The growth of social media over the last twenty years also exemplifies the dilemma as it has 

evolved from a platform created for personal communication, to share stories and images, into 

a powerful tool with political, social, and economic impact. Social media platforms have 

become entrenched in society where changes in their operations and regulation faces resistance 

from both the companies and its users despite regular breaches of people’s privacy, misuse of 

their data and the spread of misinformation or ‘fake news’ (Ortiz-Ospina, 2019). Cammaerts 

and Mansell (2018) describe data as being more valuable than oil and of significant economic 

importance to social media companies in a comparable way to internet companies. Social 

media companies have lacked transparency in their operation and faced penalties for breaches 

of data laws and governments have struggled to govern them effectively. Just as social media 

companies have struggled with governance and regulation, AI development poses major 

challenges due to its reliance on data and the pace at which it is evolving, which highlights the 

need for agile governance frameworks to counteract the theory of the Collingridge dilemma. 

 

2.8.3 Technological Determinism and Society 

Technological determinism is the concept that technology shapes the structure and culture of 

our society. In essence, technology may determine the course of history at any given time and 

social progress follows an inevitable course that is driven by technological innovation 

(Hallstrom, 2022). Critics argue that the concept oversimplifies the causes of societal change 

because the theory ignores significant factors such as economics, and politics. The 

development of the internet and social media illustrate the concept as these technologies have 

changed the way we communicate, access information, and conduct business, although 

opponents of the theory would argue that other factors were involved in these changes. 

While these technologies have created change, the main difference between them, and AI is 

the concept of agency. Choosing not to use social media is unlikely to have a direct impact on 

one’s life, whereas AI’s revolutionary potential could cost a person their job. As individuals, 

people rely on proper governance to protect their best interest and maintain their individual 

agency. An example of where governance has failed society is climate change. Many people 

choose responsible actions to reduce their environmental impact while some large industries 

continue to burn fossil fuels for energy and transport enhancing climate change (Salsone et al., 

2022). Human agency is also a factor in the technology’s development and the economic 

interests of individuals and corporations can often supersede those of society in general. 

According to Roser (2022), the wider public needs to become informed and engaged with the 

development of AI, or a small number of technologists will decide how AI changes our world 
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affecting everyone, even those who choose not to use the technology. This is increasingly 

important as AI systems are developing their own agency, capable of acting autonomously 

when interacting with humans. Sundar (2020) describes how this possibility poses significant 

challenges, particularly concerning privacy and human autonomy. AI systems abilities to 

collect vast amount of personal data raises privacy concerns and its increasing ability to make 

autonomous decisions enhances a fear of losing human control leading to a diminished sense 

of agency. An ironic outcome to this dilemma is that organisations are using AI machines to 

reclaim human agency. AI’s ability to prevent data breaches enhances human agency by 

safeguarding personal information. Likewise, AI’s ability to analyse data at an elevated level 

enables individuals to make more informed decisions (Fanni et al., 2023). 

 

The key to governing AI in the future will be finding the balance between leveraging the 

benefits of AI and protecting individual’s rights and freedom. This involves implementing 

robust data protections measures, transparency in the development of the technology and 

maintaining oversight to prevent the loss of agency and control (de Almeida et al., 2021). The 

complexity of the task outlined in these theories underscores the need for effective governance 

frameworks. The autonomous capabilities of AI and its potential to disrupt employment and 

privacy requires robust oversight to balance innovation and AI’s potential with societies needs 

and safety.  

 

2.9 Conclusion 

AI has the potential to improve the world we live in and innovate new technologies yet 

unimagined. However, it also poses several risks that need to be managed, including ethical 

breaches, privacy loss and potential negative disruptions to the global workforce. There are 

evident gaps in research regarding the effectiveness of the current governance models, debate 

over what constitutes an AI system, and little known about what the future holds. This is largely 

due to the evolving nature of the technology. The purpose of this research project is to add to 

the growing narrative on how to manage AI both now and in the future. The next chapter will 

outline the methodology used in doing so. 
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Chapter 3 - Methodology 

3.1 Introduction 

Saunders, Lewis and Thornhill (2019) describe research methodology as a systematic approach 

undertaken to discover new findings. They emphasise the importance of selecting appropriate 

data collection and analysis techniques to ensure clarity and success in achieving a research 

paper’s objective. Effective research is constructed by removing inner beliefs or biases about 

the information gathered during the process to discover logical relationships that lead to new 

findings. This involves explaining the methods used to collect and process the data and the 

approach and philosophy used during the process, all of which should be based on a clear 

purpose to answer a question or find a solution to a problem (Ghauri and Gronhaug, 2010).  

This chapter outlines the stages followed to complete this research project using a systematic 

approach to data collection and interpretation. It outlines the aims of the research, the reason 

for using a qualitative strategy, as well as explaining why an inductive approach was chosen to 

conduct the study. It also describes the method used to collect the data, how the sample was 

selected, and discusses the study’s limitations and ethical concerns. 

The study is likely to form part of an ongoing narrative about AI governance for some time to 

come due to the pace of the technology’s development. Every effort has been made to ensure 

the validity and reliability of the research to support increasing knowledge in the field of AI 

governance which is still in its infancy. 

 

3.2 Research Aims and Objectives 

According to Fossey et al. (2002), the aim of a study or research paper needs to be clearly 

defined to help readers understand the authors intentions and the choices made in selecting the 

sample participants and analysis methods used. A clearly defined aim also provides the reader 

with a better understanding of the author’s starting point, allowing them to see how their 

perspective has evolved through the research process which indicates that the researcher has 

learned from the sample participants, adding authenticity to the study. 

AI is creating a high degree of uncertainty, and due to its complexity, poses considerable 

challenges for regulators in designing effective governance policies that will keep pace with its 

development. Even reaching a consensus on what constitutes an AI system is proving 

problematic (Taeihagh, 2021). 
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This study had three aims. The first aim sought to define and clarify the problem by exploring 

whether the concept of AI is too broad as well as identifying the challenges governing bodies 

face due to its complexity. It also explored the role that ‘ordinary people’ or those not familiar 

with the mechanics of AI can play in designing governance strategies as well as assessing the 

need for greater transparency in achieving successful AI governance. 

 

The second objective of the study was to examine the current regulatory approaches to assess 

if existing regulations are sufficient to deal with AI’s recent advancements, exploring whether 

industry specific approaches may be more successful, as well as probing how global legislation 

can balance innovation with sound ethical standards. 

 

Lastly, the study attempted to identify the future challenges in AI governance, looking at 

strategies that may enable the legislator keep pace with AI’s advancement as well as exploring 

the theory that AI is destined to follow its own evolutionary path due to the sheer complexity 

of the technology and the slow pace of current governance structures. The study also asked 

whether AI development should proceed at a slower pace to allow legislation to keep up with 

its advances and whether this is likely to happen and why. 

 

Saunders et al. (2019) describe how research can begin with a broad question that generates 

more detailed questions, helping to achieve the researcher’s objectives. While questions and 

objectives may be similar, they differ in that the researcher uses questions to develop a theory 

or solution to the issue discussed in the study as part of its objectives. The following research 

questions were asked during semi-structured interviews as part of this study’s objective of 

defining the problem of AI governance, evaluating the effectiveness of current governance 

strategies, and predicting the future problems facing regulatory bodies. 

 

1) Is it possible to clearly define the problem at hand? 

1.1 Is the term AI too broad and ambiguous? 

1.2 What challenges does the scale and complexity of AI bring to its effective 

governance? 

1.3 Is greater transparency a key parameter to achieving success in AI governance? 

1.4 What role can ordinary people play in designing an effective governance strategy, 

if any? 
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2) Govern the present. 

2.1 Are current regulatory approaches adequate to address the recent level of AI 

development? 

2.2 Would Industry specific policies be more effective in governing AI development 

and deployment? 

2.3 How can the global governing bodies design legislation that fosters innovation with 

the requirement for regulations to prevent bias and protect privacy 

2.4 How effective are the current enforcement mechanisms and will they be successful 

in ensuring the ethical development of AI? 

 

3) Anticipate the future. 

3.1 What are the future challenges for governing bodies? Is it possible to anticipate and 

prepare for them? 

3.2 What strategies can be employed to ensure that legislation keeps pace with the 

technology’s rapid development. 

3.3 Is it possible to design governance models that guide the direction of AI 

development in a way that enhances society or is the technology destined to follow its 

own course? 

3.4 Should development of the technology happen at a slower pace to allow legislation 

keep up with advances? 

 

 

3.3 Proposed Research Methodology 

Mukherjee (2019) describes how a good research methodology enhances the reliability and 

validity of research findings, making it an essential part of any study. The methodology 

provides a structured approach to conducting research, ensuring that the process is systematic, 

structured and credible by guiding the researcher in the collection, analysis and interpretation 

of data. 

The research methodology chosen for this study was created using Saunders, Lewis and 

Thornhill’s (2007) ‘research onion’. The ‘onion’ framework breaks the methodology into six 

layers, with each stage having a fundamental purpose in delivering a successful project 

(Tshitadi, 2024). Originally created to structure social science research, some critics argue that 

using the ‘onion’ for guidance oversimplifies the process by presenting the methodology as 



 

31 

 

linear with a step-by-step progression that neglects certain factors and has limited philosophical 

scope. Also, as it was originally designed for business studies and social sciences, it is regarded 

as better suited to quantitative studies that rely on hard facts rather than philosophical opinions 

(Melnikovas, 2018). However, even though this study does not use quantitative methods such 

as surveys, it is still considered a social science study as it focuses on technology professionals’ 

attitudes to ethics, bias, and governance. Another advantage of the ‘research onion’ is the 

flexibility it offers to assess and combine different approaches and methods that best fit the 

research. It also offered a clear guide to the stages that must be completed as part of the 

methodology, providing clarity, and encouraging critical reflection on each stage of the process 

(Saunders et al., 2007). A similar methodology was successfully used by (Aunger et al., 2022) 

in their peer paper analysing the regulatory reforms in the UK’s National Health Service during 

the Covid-19 pandemic. 

 

The next part of this chapter outlines the methods and approaches that were adopted for this 

study, explaining the reasons behind each choice, as well as offering an analysis of the 

alternatives that were available to the study but were not utilised. 

 

 

 

Figure 4.0. The Research Onion 

 

Source: Saunders et al., 2007 
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3.4 Research Philosophy 

The first layer of the ‘onion’ details the research philosophy adopted for the study. Bleiker et 

al. (2019) emphasise how maintaining consistency between the philosophical position taken 

and the methods used during a study play an important role in the quality of the research. The 

adopted philosophy also gives a perspective on the researcher’s beliefs, offering insights into 

their chosen strategy. Some philosophical choices may be forced due to the nature of the study, 

while others explain how a researcher views the relationship between knowledge and the 

research process. Researchers focusing on factual data will have different methods and 

priorities than those studying people’s feelings and attitudes, which affects what they consider 

to be important (Saunders et al., 2007). 

 

Saunders et al., (2007) describe three ways of thinking about research philosophy: 

epistemology, ontology, and axiology. For this study, epistemology, and its interpretivist 

approach was chosen, as it focuses on the subjective nature of human experiences and 

understanding, providing a perception of the world from the research participants viewpoint. 

Epistemology, also known as ‘the theory of knowledge’, is regarded as a sound philosophical 

guide for researchers conducting qualitative research, as it adds to the understanding of how 

knowledge is obtained, while recognising some of the limitations of the knowledge acquired 

such as scope and validity (Myers, 2008).  

 

Saunders, Lewis and Thornhill (2019) describe three main approaches under the epistemology 

philosophy: Positivism, Realism and Interpretivism.  

Positivism focuses on objective and testable data without allowing for speculation or opinions 

that may enhance the narrative around AI governance (Myers, 2008). Realism is based on the 

concept that reality exists independently of human perceptions, and our understanding of reality 

is influenced by social and cultural factors. Research of this kind involves the analysis of 

historical data and how it has changed over time which may be applicable to the early evolution 

of AI but is not suitable to studying the current and future governance strategies required for 

the technology (Saunders et al., 2019). 

Ontology which is associated with the nature of reality and its subjectivist approach was also 

considered as it helps researchers understand the nature, structures, and relationships within 

the social and political world (Hall, 2003). However, Grass (2024) argues that this approach 

may lack clarity for a qualitative study on AI governance as it deals with assumptions about 
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reality and their causes that are not always clear. This makes it difficult to explain and develop 

theories about AI’s social and regulatory impacts. Also, its dependence on structure deemed it 

unsuitable to this study, which better fits an epistemological approach that offers flexibility and 

adaptability to garner a deeper understanding of the topic. Tallburg et al. (2023) also note the 

importance of an epistemological approach to studying AI governance as it allows for the 

combination of empirical and normative perspectives which increases the flexibility of the 

study to adapt to the evolving nature of AI governance. 

Also, although this study does not sit directly under the heading of organisational analysis, it 

addresses similar challenges to those covered in the four paradigms for organisational analysis 

(Figure 5.0 – Burrell and Morgan cited in Saunders et al., 2019), which under the regulation 

paradigm recommends an interpretive approach to comprehend the challenges associated with 

AI governance. The functionalist paradigm which also sits under the regulation paradigm was 

not considered because it is better suited to quantitative research. 

 

 

Figure 5.0 The Regulation Paradigm 

Source: Four paradigms for organisational analysis (Burrell and Morgan cited in Saunders et 

al., 2019) 

 

 

3.5 Research Approach 

Qualitative research involves the creation of hypotheses rather than the testing of hypotheses 

as done in quantitative research. It gathers qualitative data such as ideas, statements, and reason 

to answer questions like what, why and how. To change qualitative data to theory development, 

inductive reasoning is required (Barroga et al., 2023). Saunders et al. (2019) recommend when 
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researching a new topic with limited existing literature to work inductively by gathering data 

initially, then analysing the data to see what theoretical themes emerge from the research 

findings. An inductive approach was used due to a lack of available data about AI governance 

to analyse, especially on its future direction. The inductive approach allowed data to be created 

on the subject, derived entirely from the experiences of the interview participants to create a 

hypothesis. According to Azungah (2018), although the objectives of the study influence the 

findings, by utilising inductive analysis they arise from the analysis of the raw data collected 

and not from pre-existing models or expectations which can allow new insights to be 

discovered, reducing researcher bias. 

The lack of established theories and models about AI governance deemed a deductive approach 

unsuitable because this type of approach depends on well-defined theoretical frameworks to 

guide the research process (Stone et al., 2022). Similarly, an abductive approach was rejected 

because it involves moving from deduction to induction to form a theory, although this 

approach may suit later studies analysing the effects of current governance strategies (Saunders 

et al., 2019). 

 

3.6 Research Strategy 

An interpretivist philosophy using inductive reasoning forms the basis of this qualitative 

research strategy where the focus of the study is on understanding the qualities of the 

phenomena being studied rather than measuring them numerically. This strategy allows a 

researcher to produce data that cannot be generalised or quantified easily, offering the 

flexibility to explore unexpected patterns and develop new theories that may not have been 

anticipated at the study’s beginning (Sutrisna, 2009). Emerging technologies like AI are often 

engulfed by hype and expectations which shape their development and influence their 

regulation. Using a qualitative strategy helps provide an understanding of the context of this 

hype by capturing people’s experiences within the technology industry to produce more 

informed regulatory guidance (Ulnicane et al., 2020). 

While it may be interesting to conduct a survey on whether technology industry employees 

view the current regulations as being adequate to control the direction of the technology, it 

would do little to add to the narrative about what approaches are needed to ensure its ethical 

development. The inductive approach associated with this qualitative strategy is designed to 

ensure that the research is orientated towards establishing a deeper understanding of the 

research problem and its challenges rather than finding a consensus on whether current AI 
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governance strategies will be effective or whether people statistically agree that we will be able 

to govern AI effectively in the future (Savai, 2016). 

Also, grounded theory which aligns with the exploratory nature of qualitative research and is 

underpinned by the assumption that progress and social change are best understood through 

the eyes of the stakeholders involved is a suitable and effective strategy for writing a study on 

AI as it allows for the development of theory directly from empirical data. Pragmatism which 

underpins grounded theory, notes that research answers are better achieved inductively with 

constant empirical verification (Wuest, 2012). Semi-structured interviews which are a core 

qualitative method are a valuable tool for collecting empirical data, as they allow the researcher 

to focus interviews on specific topics while concurrently enabling them to explore ideas that 

arise during the interview which enhances the depth of the data available for analysis (Adeoye-

Olatunde and Olenik, 2021). 

 

 

3.7 Qualitative Data Primary Collection 

The primary data collection method adopted for this study was a series of semi-structured 

interviews due to the subjective nature of the study and its qualitative methods. Easton, 

McComish and Greenberg (2000) outline several challenges faced by qualitative researchers 

when conducting interviews that can threaten the quality of the data such as stereotyping the 

results, rearranging it to suit a bias, or allowing interviews to become too unstructured, losing 

their focus. They also note the importance of using the correct equipment for the interviews, in 

the correct environment to allow easy transcription for later analysis. 

A pilot study as part of an iterative process was used to pre-test the interview questions for bias 

and validity and ensured the technology used in the interviews, Microsoft Teams was adequate 

to allow for easy transcription afterwards. One advantage of using pilot studies is that it can 

allow a researcher to predict any potential project failures (Van Teijlingen and Hundley, 2002). 

Semi-structured interviews are the most common tool used in qualitative research as they 

outline the topics and research objectives of the study (Alshenqeeti, 2014). Although the 

questions function as a guide, the semi-structured nature of the interview allows the researcher 

to pose more enhanced questions based on the responses of the subject, further enhancing the 

validity of the study (Adhabi and Anozie, 2017). 

The interview questions were designed as open-ended to allow no definitive answer from the 

interviewee. The interviews consisted of four questions in three key areas to offer insights into 
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the challenges faced in defining the problem at hand, evaluating the current AI governance 

strategies and predicting the future direction of the technology. While the secondary data 

collected during the study proved useful in gaining an understanding of the research problem, 

the semi-structured interviews allowed a deeper dive into the issue of AI governance, fostering 

a better understanding of the challenges it poses (Edwards and Holland, 2013). 

 

3.8 Population 

Khan (2020) asserts that the sampling technique used in research plays a pivotal role in the 

validity of a study’s results. In order to find an answer to the research problem, it is important 

to select a sample of the population that is best suited to enhancing the accuracy of the study 

within its timeframe. Ideally, a researcher would ask every interested party or the full 

population their opinion on a research topic. Unfortunately, this is not feasible due to the costs 

and timeframes associated with doing so. Also, in the case of this study where one of its 

objectives is to discover what role ‘ordinary people’ can play in AI governance, it is not 

warranted. Correct sampling helps to avoid selection bias where certain groups are 

overrepresented or underrepresented which can taint the results (Babbie, 2020). The complex 

nature of the subject matter of this study required a specific focus on certain areas that the 

general population would have little knowledge of. A purposeful sampling method was used 

to capture the perspectives of stakeholders who understand the current and emerging issues. 

The purposeful population was designed using information obtained from an OECD report by 

Lane, Williams and Broecke (2023) which identified a different perception to AI technology 

adoption within the labour market based on age, sex, and seniority within an organisation. 

Seven candidates from different segments of the technology industry, at different levels in their 

careers and of different ages were selected and interviewed as demonstrated in Table 1.0. The 

Lane et al. (2023) report provides empirical evidence on varying perceptions of AI based on 

demographic factors. By using the report and its trends as a guide, it assisted in creating a 

population that would offer diverse opinions on the subject matter that best informed the 

research (Creswell and Poth, 2016). 

 

 

 

 

 



 

37 

 

Participant No. Gender Age Range Seniority Level 

1 Male 50-60 Programme Manager 

2 Male 40-50 Contractor 

3 Female 30-40 Middle Management 

4 Male 20-30 Graduate / Intern 

5 Male 40-50 Company Director 

6 Male 30-40 Senior Data Analyst 

7 Male 40-50 Team Manager 

 

 Table 1.0 Participant Information  

 

 

 

 

3.9 Analysing Qualitative Data  

 

Data analysis is the process that enables a researcher to find meaningful information from the 

data gathered during the research process. In this study, data analysis began in the early stages 

of the research project as the initial analysis was used to create a framework for the subsequent 

work (Saunders et al., 2009). An inductive approach with thematic analysis using a grounded 

framework was used to identify patterns or themes to develop theory. There were five steps 

followed in developing theory from the dataset: compiling, disassembling, reassembling, 

interpreting, and concluding (Castleberry and Nolen, 2018). 

 

Compiling: 

The data was compiled through semi-structured interviews conducted on Microsoft Teams. 

Each interview was recorded and transcribed verbatim using the platform’s software. After 

each interview, the transcripts were formatted and reviewed to create a familiarity with the 

data. 

 

Disassembling: 

Coding of data is an essential step in data analysis. It encompasses organising and describing 

data to make it more manageable. This involved highlighting key lines of text from the 

transcripts and assigning labels. The interview transcripts were reread several times, refining 
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the labels until a set of codes that clearly captured the main ideas in the data were realised 

(Knott et al., 2022). 

 

 

Reassembling: 

The codes were then used to create themes within the data. A theme highlights important 

aspects of the data relating to the research question that can be used to generate a theory (Bruan 

and Clarke, 2006). The themes were then analysed to identify common trends that related to 

the research objectives. 

 

Interpreting: 

Themes were used to make analytical assumptions that added insight into the research question. 

Even though the analytical steps are listed in a linear format, the grounded framework of the 

study allowed for an evolution of the interview questions to cover new areas of interest that 

arose during the study’s early interviews, enhancing the validity of the study (Castleberry and 

Nolen, 2018). 

 

Concluding: 

Conclusions offer an answer to the initial research objective and help create recommendations 

that will add to the narrative in solving the research problem (Castleberry and Nolen, 2018). 

The goal of this study was to add knowledge to the area of AI governance in a manner that is 

open to scrutiny of the analytical process. 

 

 

3.10 Ethical Issues 

Saunders et al. (2007) describe the importance of three key areas to avoid ethical issues when 

conducting research. It is important that a researcher maintains objectivity during data analysis 

to avoid misrepresentation of the data collected. They need to ensure the confidentiality and 

anonymity of the participants to protect them from unintended harm or potential 

embarrassment. Additionally, research questions should be designed in a way that does not 

disadvantage a participant in the future. This study sought to uphold the highest ethical 

standards and adopted the following process to ensure objectivity and privacy. 
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Prior to the interviews, participants received an information sheet and consent form detailing 

the study’s scope, and objectives, with a copy of the semi-structured research questions that 

were asked during the interview, emphasising the voluntary nature of their participation and 

the stringent confidentiality measures in place to protect their anonymity. They were required 

to sign the document digitally and return it via email to confirm their consent. The interviews 

were recorded for transcription purposes to facilitate later analysis. The data collected is 

securely stored on a password protected external hard drive and will be held for a period of 

five years, in compliance with NCI policy and observing GDPR rules, and will be destroyed 

thereafter. As the research did not encompass sensitive topics, moral dilemmas were not 

anticipated. However, should any issues arise, it will be addressed with the guidance of the 

research supervisor. There are no identified conflicts of interest that could potentially bias the 

research or its findings.  

 

 

3.11 Limitations to Research 

According to Saunders et al. (2019) proper evaluation during a study not only involves an 

analysis of the data but also an awareness of what did or did not work to understand the 

limitations of the study. Transparency about a study’s limitations also enhances the credibility 

of the research and identifies direction for future studies (Greener, 2018). 

This study was based on a small sample size of seven participants which was limited in 

comparison to the population of the global technology workforce. A larger sample size may 

have added further insights into the topic. It was initially hoped that the sample population 

would include an equal number of males and females as well as personnel who were involved 

in the design and monitoring of global AI governance strategies, but this was not possible due 

to time and access issues. Finally, the evolving nature of AI and its governance policies mean 

that this study’s findings and recommendations may quickly become outdated as new 

technologies and regulations emerge. It is likely that this study will form part of an increasing 

narrative about the subject for a considerable time to come. 
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Chapter 4 - Research Findings and Discussion 

4.1 Introduction 

This chapter discusses the findings from the thematic analysis conducted on the qualitative data 

collected in semi-structured interviews with professionals from the technology sector. The 

inductive reasoning adopted for the study allowed for analysis of data to begin at the pilot 

interview that was conducted at the start of the process. This iterative strategy helped refine the 

research process by focusing the study on themes that emerged in the first semi-structured 

interview that were central to achieving the study’s objectives (Shaw, 1999). 

The qualitative approach allowed for theories to be developed about an area with significant 

research gaps. The seven participants from various demographic, hierarchy and aspects of the 

technology industry were selected to offer insights from a diverse perspective. Despite the 

diversity of the population, several common themes emerged through the analysis of the data 

that are key to governing AI now and in the future. These include: the complexity of the 

challenge ahead, the need for transparency and cooperation, increased AI literacy through 

education and the requirement for new forms of agile governance models to ensure the safe 

and ethical development of AI. 

This chapter applies these themes and others to answer the research questions outlined in 

Chapter 2 which were essential to the study’s objectives. It critically analyses the findings to 

add to the narrative around AI governance, discussing how they compare to current literature, 

as well as identifying where further research is warranted. 

 

 

4.2 Objective 1: Defining the problem. 

One of the key objectives of this study is to define the challenges facing society in governing 

AI’s development effectively. Agreeing on a universal definition of AI presents challenges, 

and with no global standard, there exists a variety of definitions in circulation making it 

difficult to define the problems ahead (Sheikh, Prins, and Schrijvers, 2023). The problem is 

enhanced by, the EU, US and China having different interpretations of what constitutes an AI 

system. AI has been a concept for over sixty years now, but its usage has surged over the last 

decade. This rapid growth combined with its impact on various aspects of society including 

political, economic, and cultural make it challenging but imperative to decide what kind of 

future society we want as AI continues to shape it (Ulnicane et al, 2021). 
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Effective governance is crucial to ensure AI’s positive impact on society. In order to govern 

the technology effectively, there needs to be a clear and concise definition of what constitutes 

AI to identify what system should be included under its governance to prevent regulatory 

problems now and in the future (Roberts et al, 2023). 

 

 4.2.1 Is the term AI too broad and ambiguous? 

 

The qualitative analysis conducted for this study revealed a consensus that the term AI is too 

broad and ambiguous. ‘The term is definitely very broad, which leads to misunderstandings 

from people of what AI is. This leads to a lot of oversimplification, because there is not enough 

education about AI and I think that causes a big problem in terms of, how are you going to 

govern something if you don’t even know what it is’ (Participant 3). 

The participants cited the diversity of its applications as a central cause of the difficulty in 

defining AI. Another common theme that emerged as a cause of AI’s ambiguous nature was a 

lack of education, causing misconceptions about the technology’s capabilities. The progress 

from basic algorithms to LLM’s such as copilot has altered peoples understanding of AI which 

has exacerbated fears and expectations about its capabilities. The pace of change also caused 

confusion in defining what sits under its umbrella, with a large portion of the sample 

interviewed exhibiting a limited understanding of AI system that were not relevant to their 

daily work. This confusion is enhanced by the fact that many AI technology’s such as ASI are 

still in the theoretical phase of development and difficult for most people to grasp their 

mechanics. 

Clearly defining what constitutes an AI system is likely to become more difficult over the 

coming years. Education is a theme that is central to many of this study’s aims. Ordinary people 

need to be taught about AI, to understand its use and application. For people to have an 

informed opinion on AI governance, they need to be made aware of the implications for them. 

If we want our next generation to guide the direction of AI development, we need to improve 

AI literacy, particularly as the technology becomes more complex (Ng et al, 2021). 
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4.2.2 What challenges does the scale and complexity of AI bring to its effective 

governance? 

 

The difficulty in defining the issue of AI governance is complicated in several ways by the 

scale and complexity of the technology. AI is utilised by companies across a wide variety of 

industries such as medicine, aeronautical, automotive, and manufacturing making it a challenge 

to create a blanket legislation that complies with the policies of the individual sectors; therefore, 

individual industries may require specific governance clauses. The rapid pace of the 

technologies development challenges regulatory bodies to keep pace with its advances. ‘The 

technology industry operates at much faster pace than the legislative world’ (Participant 5). 

This issue is further enhanced by the need for global cooperation, not only from the legislative 

bodies but also from the technology companies designing the systems. 

As AI system rely on vast amounts of data to operate, it causes ethical and privacy concerns 

about the data source and storage, and the prevision of consent for its use. If AI systems 

advance and make decisions autonomously, it will become more difficult to assign 

accountability for their actions (Dwivedi et al, 2021a). 

To overcome this, three common themes emerged from the study’s interviews. Collaboration 

between private companies across the various industries that use AI and the regulatory bodies 

that govern the technology is essential. If one territory has lax AI laws compared to the rest of 

the world, it is likely that less scrupulous companies will conduct their research and 

development in this territory to avail of the lack of regulation, negating the effectiveness of 

legislation in other territories.  

Accountability was also regarded as essential to overcome the complexity of the task. By 

holding companies responsible for their actions and sanctioning them when acting 

inappropriately, it could foster responsible AI development. However, interviewees expressed 

scepticism as to the current penalties effectiveness in enhancing accountability due to the 

resources of the corporations driving its development.  

The study also highlighted transparency as a key theme in overcoming the complexity of 

effective governance. This topic be discussed in the next segment of this chapter but as with 

accountability, there was scepticism about whether the large corporations leading AI’s 

development will be transparent about their actions given the potential financial gains involved. 

 

 

 



 

43 

 

4.2.3 Is greater transparency a key parameter to achieving success in AI 

governance? 

 

Transparency as with education is a theme that was common from all participants. The 

complexity of some AI systems results in those who have designed the systems are the only 

people who understand how outputs are reached. The financials benefit for companies leading 

the technology’s development are immense and because of this, there has been a lack of 

transparency as to how systems work, the source of the data and whether any bias was inherent 

in the system that achieved the outcomes. Participant 2 described an irony in Open AI’s name, 

the parent company of chatbot Chat GPT ‘ the irony of being called Open AI when it is pretty 

much closed’, which appears to mirror the beliefs of all of the interviewees who expressed 

doubt as to whether AI companies will be transparent in their actions. This theme is echoed by 

the findings of Bommasani et al. (2023) that reported an average transparency score of 37 out 

of 100 for the ten major developers of AI across indicators such as data usage, risk, capabilities, 

and policies. 

Felzmann et al (2020), also note how integrating transparency into the design and use of AI 

system is important but will not be easy due to the pace of the technology, the different 

dimensions to transparency as a concept and where it is required as well as how to communicate 

knowledge with different stakeholders and integrate it into accountability measures. Ulnicane 

et al. (2021) describe how for AI to deliver on its potential, AI needs a global collaborative 

where it is not important whether one country or company dominates. Whether this happens 

remains to be seen but transparency will play a vital role in achieving effective governance. It 

may also foster public trust in AI which is an essential aspect of accepting the technology into 

the workplace and into society in general, by showing people how a system works and makes 

decisions, and who is accountable for its actions. 

 

4.2.4 What role can ordinary people play in designing an effective governance 

strategy, if any? 

 

The qualitative data suggests transparency and education are also key in enhancing the role of 

ordinary people in designing effective governance strategies. The study found that ordinary 

people have a minor role to play at the moment because ‘the majority of people don’t know the 

difference between machine learning (ML) and AI or LLM, the current role of an ordinary 

person is as a guinea pig for AI developers’ (Participant 5) 
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The complexity of AI systems and the lack of transparency from the systems creators means 

that ordinary people have little understanding of how systems work and thus struggle to analyse 

the effectiveness of a governance strategy or add to the narrative in designing new ones. This 

naivety causes insufficient scrutiny of AI governance proposals and of the practices of the 

leading developers. Also, it means that the general public’s opinions may be based on 

misconceptions, incomplete information or the opinion of a technologist they choose to follow 

on social media. If people have limited knowledge about AI, they struggle to understand the 

implications of any new AI law. A lack of understanding may cause confusion, leading to 

resistance or apathy to new measures making it harder for regulatory bodies to gain support for 

new strategies (de Almeida et al., 2021). This study found that to overcome these issues, greater 

AI literacy is required throughout society and not just the technology industry. This aligns with 

NG et al. (2021) who found it essential that AI becomes a fundamental skill for everyone to 

guide the technology in a positive way. They recommend that global school curriculum be 

adapted to include AI literacy, so that future generations are better equipped to influence AI 

development and governance. 

 

 

4.3 Objective 2: Govern the present. Are the current regulatory approaches 

adequate? 

The second objective of this study was to assess the current regulatory approaches of the 

leading territories in AI development. The data found a gap in knowledge among the interview 

candidates as to the workings of the EU, US, and China’s approach to governing the 

technology, with only one candidate having a strong familiarity with the different strategies. It 

appears that technology sector professionals rely on their employer to interpret legislation and 

ensure they are compliant. Despite the lack of awareness among the population regarding 

regulatory approaches, several common themes emerged during the process which helped 

answer the research questions central to achieving the study’s second goal. They included 

transparency, accountability, agile governance mechanisms, auditing, stricter enforcement 

mechanisms and industry specific legislation. 
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4.3.1 Are current regulatory approaches adequate to address the recent level of 

AI development? 

 

A recurring theme in the qualitative data was that the current approaches would not be effective. 

One of the limitations of AI governance is that it requires global cooperation. While some 

international legislation is designed to promote safety and security, other policies are designed 

to promote innovation, similarly industries such as the financial sector may require legislation 

to prevent fraud while healthcare needs legislation to safeguard patients and protect their 

privacy. The complexity of the problem means that designing a blanket policy will be difficult. 

Also, the study found that companies are likely to move their operations to territories where 

the legislation best suits their ambitions for AI development. This aligns with Higgins at al. 

(2023) analysis of the EU AI act citing the complexities of the policy as well as the penalties 

for breaches of the regulation as a reason that many start-up companies will move their 

operations to the US where the laws are laxer.  

Another common theme is that legislation by its nature is not agile enough to keep pace with 

the technology industry. The final draft of the EU AI act was published in June 2024, yet it 

does not become law for another two years. The development of AI has been staggering over 

the last two years with LLM now able to analyse significantly more data than their counterparts 

from two years ago meaning that the legislation that was designed to govern this aspect of AI 

may be outdated by the time the law comes into effect. 

Also, different territories and companies are likely to interpret and govern the technology that 

best suits their own interests. Some large technology companies have historically interpreted 

legislation in a way that best suited their operations, weighing the potential benefits for non-

compliance against the cost of the fines or penalties associated with breaches of rules (Clayton, 

2022). The challenge for the regulatory bodies lies in finding a way of working collectively to 

design models that are agile enough to keep pace with the technology. A successful 

collaboration will involve the transparent participation of the companies leading the 

technologies development which may prove difficult. A global collaboration like this is 

possible though as witnessed during the Covid-19 pandemic (Aunger et al., 2022). 
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4.3.2 Would Industry specific policies be more effective in governing AI 

development and deployment? 

 

All the study’s participants agreed that industry specific legislation would be more effective in 

governing the technology. ‘I’m not sure how someone from the finance industry could add to 

the narrative around the measures needed for medicine for example, they don’t know what is 

needed or not need’ (Participant 4). Ulnicane et al. (2021) agrees in part with this theme as 

governance at an industry specific level means that a diverse range of stakeholders are involved 

in the narrative as well as the large companies that are driving the technologies development. 

Regulations that are tailored to a specific sector can adapt to the unique challenges AI poses to 

that industry. However, they see the involvement of individual states as key though to ensure 

that governance strategies benefit all of society, not allowing one sector to adopt practices that 

give them an advantage over others. Although the data suggests that industry specific 

guidelines would provide clearer guidance for a company within a sector making it easier for 

them to comply with regulations, the recurring themes of transparency, collaboration, and 

accountability emerged as the central in achieving a successful system. Without these actions, 

industry specific governance may fail or become inconsistent as different sectors prioritise the 

specific need of their industry. This is why there exists a need for a body with overall control 

of the direction of AI governance within a territory (de Almeida et al., 2021). 

 

4.3.3 How can the global governing bodies design legislation that fosters 

innovation with the requirement for regulations to prevent bias and protect 

privacy? 

 

There was a common consensus on the need to prevent bias and protect people’s privacy among 

the candidates. How this can be achieved created much debate. The data suggests that in current 

AI systems, it is impossible to eliminate bias as the systems are designed by humans and 

designers are likely to unintentionally and inadvertently incorporate a bias into a system. 

Transparency is key to reduce bias, as it will allow governing bodies to monitor how systems 

are developed and trained. Transparency is also essential in protecting people’s privacy. It is 

important that regulators can see how data was mined to create individual systems, as well as 

how it was stored and deployed. Balancing these two ethical dilemmas with innovation will be 

difficult. Ulnicane et al. (2021) suggest that while it is important to have regulations to prevent 

risks associated with AI, it is also important not to have too many or it will slow down or stop 

innovation. 
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One way of overcoming the innovation versus regulation dilemma would be to change the 

whole culture in the technology industry. Participant 3 suggests that ‘fines won’t work, money 

means nothing to these large companies, it has to be about their reputation’. If AI’s leading 

companies adopted collectively high ethical standards, the need for heavy regulation would not 

exist. This approach would require companies to take responsibility for their actions, creating 

a culture where poor behaviour is unacceptable and companies adopting unethical practices are 

shunned and boycotted by society and other businesses.  A change towards greater self-

regulation is needed as the next segment of this chapter will discuss why the current 

enforcement mechanisms are unsuccessful. 

 

4.3.4 How effective are the current enforcement mechanisms and will they be 

successful in ensuring the ethical development of AI? 

 

The current enforcement mechanisms are reactive and viewed as ineffective in ensuring the 

ethical development of AI by the interview candidates. Fining a company €100 million when 

their market cap is €1 trillion is not an adequate deterrent to bad behaviour. Financial penalties 

are often absorbed by large corporations as a cost of doing business. Companies utilise public 

relations (PR) firms after a breach of policy to create a narrative that removes blame from their 

actions and use prominent law firms to extend legal proceedings elongating the process of 

achieving compliance with laws. 

Additionally, the current mechanisms also slow innovation by smaller firms as they fear 

receiving financial penalties that may bankrupt them. This enhances the larger industry players 

position as it creates less competition, but also hinders overall innovation. 

de Almeida et al. (2021) describe regulation and its enforcement mechanism as a means of 

altering behaviours. However, the central theme in the data suggest that the current mechanisms 

are unlikely to alter behaviour and will not prevent unethical actions by the companies leading 

AI development. It does indicate that a new agile hybrid governance strategy is needed where 

leading players are regularly audited to ensure they are complying with regulations. The 

success of this strategy will involve international cooperation and a cohesive approach because 

companies will naturally conduct research and development in territories where the laws are 

laxer. 
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4.4 Objective 3: Anticipate the future 

As described in chapter 2, the Collingridge dilemma (1980), technological determinism, and 

the pacing problem outline the challenges that will need to be overcome to successfully guide 

the direction of AI. The pacing problem describes how regulation consistently struggles to keep 

pace with innovation. The Collingridge dilemma explains that when a technology is in its 

infancy, there is not enough known about its pitfalls to enact concise governance strategies and 

by the time its pitfalls become known the technology is too entrenched in society to enact 

effective changes. Advocates of technological determinism believe that new technologies are 

naturally going to shape society outside of human control. 

The final objective of this study is to ask whether society can guide the direction of AI 

development effectively, overcoming the pacing problem and technological determinism. It 

also attempts to discover how this might be achieved, how the Collingridge dilemma can be 

overcome and what challenges it will pose. Finally, it asks the industry experts whether 

development should be slowed to allow legislation keep pace with the technology’s advances. 

 

4.4.1 What are the future challenges for governing bodies. Is it possible to 

anticipate and prepare for them? 

 

The study found that the challenges currently faced by governing bodies such as preventing 

bias, and protecting privacy will continue to be an issue for future regulators. The issues are 

likely to persists due to the way AI systems are trained using data that often contains existing 

bias, as well as the large amount of data required to operate different systems. Without change, 

we risk making similar mistakes to those encountered during the advent of the internet and 

social media, although the consequences of getting AI’s governance wrong may be more 

profound because AI may be used as a means of increasing an entity’s power rather than 

enhancing society as a whole (Chatham house, 2024).  

However, these challenges are likely to become more pronounced due to the pace of the 

technology’s development. As system become more advanced, they could potentially create 

new AI systems which will significantly accelerate the development of the technology. As AI 

approaches ‘singularity’, where they surpass human intelligence, it is impossible to 

comprehend their potential outputs (Kurzweil, 2024). This opinion was echoed by the 

interviewees who agreed that due to the complexity of the technology, it is very difficult to 

anticipate its future challenges which supports the Collingridge dilemma. Transparency, 

collaboration, education and accountability are seen as essential in overcoming these 
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challenges. Agility is a  key feature in the design of future legislation if it is to overcome the 

pacing problem, but as this will involve the collaboration of multiple stakeholders, it is 

considered a further challenge and while the data did not show a belief in technological 

determinism, it did indicate that one of the challenges that lay ahead would be designing 

governance strategies that allowed society dictate the direction of the technology rather than a 

small number of companies. 

 

4.4.2 What strategies can be employed to ensure that legislation keeps pace with 

the technology’s rapid development. 

 

To ensure that regulations keep pace with the technology’s development, transparency and 

agility were the common theme in the qualitative data offered as a solution. The current systems 

were deemed cumbersome, and inadequate to keep pace with developments which aligns with 

Taeihagh (2021) call for a reassessment of the efficacy of the current governance approaches. 

There are also information gaps between governments and the companies driving AI 

development that need to be addressed. Without clarity on how AI systems work, it is difficult 

to design effective governance strategies. 

To overcome the first hurdle will involve designing governance frameworks that are agile and 

easily adapted to keep pace with the technology. (Participant 6) describes the current models 

as ‘overly bureaucratic to keep pace with a technology that is moving so fast’. The creation of 

agile laws would allow quick action to deal with evolutions of the technology without the need 

for an overhaul of the entire framework. As part of this, the data suggests the need for dedicated 

bodies to monitor developments with the authority to conduct regular audits on the companies 

involved in the industry. These bodies need to be equipped with the potential to impose 

sanctions on companies that are misbehaving that go beyond the current controls. 

The qualitative data also suggests the need for a change of culture in the industry as a whole, 

where bad behaviour is not tolerated, and transparency is promoted as a norm to help the 

legislator direct the development of AI in a positive way that maximises its potential to society. 

This will involve global cooperation from all stakeholders, or as discussed previously, 

companies may gravitate to territories with laxer AI laws. 
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4.4.3 Is it possible to design governance models that guide the direction of AI 

development in a way that enhances society or is the technology destined to follow 

its own course? 

 

Collaboration and learning from past mistakes in governing emerging technologies were the 

themes central to this topic which aligns with Taeihagh (2021) call for cross-cultural 

cooperation, adopting regulations previously used to govern emerging technologies, using the 

lessons learned from these strategies to improve the effectiveness of AI governance. 

The lax approach adopted in the early stages of the internet led to issues with data and privacy 

that saw reactive laws such as Europe’s GDPR enacted to protect people’s data and right to 

privacy, highlighting the risk of delaying intervention. Future governance models must be 

proactive rather than reactive due the potential pitfalls of AI that may pose an existential threat 

(Kurzweil, 2024). This will be challenging due to the reach and complexity of the technology. 

Collaboration is central to designing effective governance models. AI is a technology with 

global reach spanning various industries and because of this, governance models will only be 

as effective as the weakest link. International cooperation is needed to create consistent policies 

that prevent unethical behaviour by companies in a region because the laws are less stringent.  

 

However, the data suggests that this may be difficult to achieve due the influence of the 

companies driving the technology’s development as well the competing national interests of 

the territories leading AI development. Without collaboration, the technology may not follow 

its own course, but it is likely to follow the direction of a small group of companies or countries. 

Despite this, recent history has shown that international multi stakeholder cooperations is 

possible through the design of legislation to combat climate change as well the cooperative 

effort that was used to overcome the Covid-19 pandemic. 
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4.4.4 Should AI development be slowed to allow legislation keep pace with its 

advances? 

 

This topic generated the most polarised responses from the interviewees and forms part of a 

greater philosophical debate about regulation over innovation. The only common theme in the 

data is that it is unlikely to happen. (Participant 7) described how ‘you can’t stop evolution, 

and I think technology and evolution are the same thing’, which aligns with believers in 

technological determinism that proposes the technology is destined to follow its own path. 

 

There is considerable academic debate about whether the technology’s development should be 

slowed to allow legislation keep pace with its development. Judge et al. (2024) suggest that 

until more is known about how AI systems work, and strategies are designed that create 

transparency in how to minimise risks to society that the technologies development should be 

slowed. Taeihagh (2021) argues that rather than slowing development there is a need to design 

effective governance models that protect society while at the same time encourage innovation 

because of the many positive possibilities that AI offers. 

Current data would suggest that it is advisable to slow the development of the technology as 

the current regulatory approaches have struggled to keep pace with the technology’s 

development. However, this is unlikely to happen due to the practical challenges of 

implementing a slowing of the technology’s development. This would require the cooperation 

of all the stakeholders involved in the technology’s development, including researchers, 

national governments, and the companies driving its development which is difficult given the 

competitive nature of the industry.  Instead, the focus should be on creating new agile 

governance strategies that can keep pace with the technology ensuring its safe and ethical 

development. This involves transparency and collaboration which may be difficult to achieve. 
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Chapter 5 - Conclusion and Recommendations 

The potential benefits from the safe and ethical development of AI and the potential 

consequences from its unsafe development are numerous (Dafoe, 2018). This study explored 

the complexity of the problem faced by legislators, where even agreeing on a consensus of 

what constitutes an AI system is problematic. The thesis examined the regulatory frameworks 

in the US, EU and China, reviewing the current literature and collecting primary data through 

semi-structured interviews to assess these policies’ ability to govern the technology effectively. 

The study also probed the future challenges that the technology is likely to create, seeking 

advice from technology experts on how to mitigate against future issues. 

 

The findings from the study revealed several key insights:  

The term AI is too broad and needs to be more clearly defined, the complexity of the technology 

and its reach mean that society is facing a governance challenge unlike others.  

Transparency from all stakeholders and global cooperation are essential to maximise the 

benefits of the technology and education to improve AI literacy is essential to give ordinary 

people a role in the narrative around its governance. 

AI has the potential to significantly change our lives and change society, but its future direction 

is uncertain. It may create many benefits but there is also the concern that it could leave many 

people disadvantaged. The decisions made over the coming years are likely to have an impact 

on the current society and on the lives of future generations (Dwivedi et al, 2021a). 

 

The insights gathered during the research determined the following recommendations to 

enhance AI governance and ensure that its development remains on a positive trajectory that 

benefits society. Further research is warranted on how to make these recommendations a 

reality. 

 

1) Clear globally accepted definitions and classifications of AI are essential to its effective 

governance. 

 

2) Enhanced transparency and accountability are essential for its ethical development. 

 

3) AI literacy need to be improved through education to allow ordinary people play a 

proactive role in its governance 
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4) New agile governance models are needed to keep pace with the speed of the technology 

development 

 

5) New enforcement mechanisms are essential for breaches of regulation that are a proper 

deterrent to bad behaviour by AI companies. 

 

6) Global cooperation is essential or bad actors will operate in territories where the least 

regulation exists. 

 

7) The culture needs to change within the technology industry, where bad behaviour is not 

tolerated. 
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