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Enhancing Stock Market Predictions with Deep
Neural Networks and Time Series Analysis

RAKESH PIDUGU
x22167706

Abstract

The volatile and dynamic nature of the stock market presents both challenges
and opportunities for investors and financial analysts alike. In recent years, the
advent of advanced computational techniques and the availability of vast amounts
of financial data have paved the way for the application of machine learning and
deep learning algorithms in stock market prediction. This research study endeav-
ours to explore the intersection of deep neural networks and time series analysis in
the realm of stock market forecasting, with a focus on enhancing prediction accur-
acy and market understanding. The study begins by delving into the intricacies
of historical stock market data, leveraging a publicly available dataset containing
information on the price and trading activity of Microsoft Corporation (MSFT).
Using the Comprehensive way of data preprocessing and exploratory data analysis,
it becomes possible to detect the main valuable patterns, trends, as well as the
relationships between various factors that influence the stock market’s overall be-
havior. Thereafter, the research progresses to the development and evaluation of
the forecasting model which uses LSTM, GRU, ResNet, and RNN architectures in
the deep learning with the help of data fusion approach. These models are induced
to learn from past stock prices which are forecasted to pinpoint specific future
movements incorporating time dependencies and nonlinear relationships inherent
in financial time series data. In addition, this research also aims to test the effi-
ciency of hybrid model that are based on various architectures used earlier, which
have already been trained, but now again we take all the same independent deep
learning models of LSTM, GRU, ResNet and RNN architecture models to form hy-
brid model by combining these architectures achieved the outstanding competitive
results with an RMSE of 233.35 and a MAE of 229.18 then the particular independ-
ent Model. Mechanisms include exploitation and differentiation of their respective
advantages in order to strengthen the accuracy of forecasts. Through the use of
theories and techniques from different models and methods, providing strategic re-
commendations and insights to stakeholders within finance sector could prove to
be a better decision-making strategy as well as risk management in finance sector.
In summarization, this study research provides additional data to the accumulative
knowledge bank on stock market prediction through showing the efficiency of deep
neural networks and time series analysis methods in enhancing accuracy predic-
tion. The study shows that deep learning algorithms can be employed to discover
such valuable insights and provide worth investment strategies to the finance world
which is now characterized by more complexity and unpredictability.

Keywords: Stock Market, Microsoft, Deep Learning models, LSTM,
RNN, GRU



1 Introduction

Stock market prediction has been a cornerstone of key constituents of financial markets
including investors, traders, and financial institutions who look to ride the peaks and
troughs of the financial market. Over recent years, technological advances have helped
the power of computing to increase exponentially and the availability of large volumes of
financial data is encouraging the adoption of sophisticated techniques, including machine
learning and DNNs, for more accurate forecasts. This paper focuses on the convergence
of deep neural networks and time series analysis to improve stock market predictions and
take the lead in the dynamically changing financial forecasting domain.

1.1 Background and Motivation

Stock market today has been a center point of the economic growth dynamics playing
key role in terms of risk allocation, income generation, and general economy development
as described by the authors in the following (Kartijo et al.; 2024)). In order to explain
completely and forecast stock price changes, investors, traders, and financial institutions
have been trying to unveil of ancient mysteries in the world of investments. Yet, the
whole mission is plagued by a certain degree of difficulty of which complexity and ran-
domness of the market mechanisms are the main components. Alternatively econometric
models and statistical techniques become popular in analyzing long time stock market
data. Nevertheless, they usually fail to characterize the multiple examples undulating
in the time series financial data like sudden changes, non-linearity etc. As well as that,
( (Meher et al.; |2024))) have effectively used advanced GARCH variants in their research
on evaluating volatilities spillovers in Austrian and American developed stock markets.
Moreover, (Sahoo and Kumar; 2024) has done another empirical study on volatility
transmission within emerging and developed sectors of the emerging markets with an
aim of examining the role of sectors of these markets as a hedge. Their work highlighted
as well the interaction between different market areas, demonstrating the methods for
risk management purposes.

The known difficulties of training models on historic stock market data have been ad-
dressed by the development of the machine learning (ML) and deep learning (DL) al-
gorithms that have brought about a revolution in stock market analysis. Algorithms of
this type have demonstrated being effective in unraveling truly unexpected patterns and
connections among huge data sets, meaning creation of a new approach to predictive
modeling. For illustration, it was (Sang and Li; 2024)) who proposed a new version of
LSTM stock prediction system with an attention mechanism that showed enhanced fore-
casting skills. Furthermore, (Najem et al.; 2024) provided a complete analysis on Al and
ML methods for stock market forecasting, exposing the new practices and case studies
involved.

In the next place, the blending of ML and DL with the traditional financial models
has resulted in the innovation of the hybrid models having enhanced predictive powers.
Meanwhile, Zhu et al.| (2024) developed a hybrid model that can predict the stock market
due to its ability to combine both LSTM and CNN architecture and their strengths. It is
the need for the advancement of predictive modeling techniques that has made motivation
towards this research project into the finance business area. Investors now widen their



horizons and concern more about deep learning (DL) and time series analysis, since they
enhance predictability stock market, therefore help to maximize beneficial investment
strategy and produce competitive edge. Enabled by such advanced techniques, stake-
holders aspire to understand the underlying forces better and improve the quality of the
decision making.

1.2 Research Questions & Objectives of the Study

In this domain, the main objective of this research study is to discover the effectiveness of
deep neural networks and time series algorithm techniques in enhancing the stock market
forecasts. Specifically, the study aims to achieve the following objectives:

e Investigate the application of deep learning methodologies, including Long Short-
Term Memory (LSTM), Gated Recurrent Unit (GRU), Residual Network (ResNet),
and Recurrent Neural Network (RNN) architectures, in forecasting stock prices.

e Conduct a comprehensive analysis of historical stock market data to identify key
trends, patterns, and correlations that may influence stock prices.

e Develop and evaluate predictive models using a diverse range of deep learning ar-
chitectures and time series decomposition approaches.

e Assess the performance of hybrid models that integrate multiple deep learning ar-
chitectures to leverage their respective strengths and improve prediction accuracy.

e Provide strategic insights and recommendations for stakeholders in the finance in-
dustry based on the findings of the study.

1.3 Research Questions

e What insights can be gained from the comparative analysis of these models in terms
of prediction accuracy, computational efficiency, and robustness?

e To what extent can hybrid models that integrate multiple deep learning architec-
tures enhance prediction accuracy and robustness in stock market forecasting?

e What strategic recommendations and insights can be derived from the findings
of the study to inform investment strategies and decision-making processes in the
finance industry?

1.4 Overview of the Research Methodology

The research methodology encompasses several key phases, including data collection and
preprocessing, exploratory data analysis (EDA), model development and training, model
evaluation, and comparison of results. The study utilizes a publicly available dataset
containing historical stock prices and trading activity of a prominent company, Microsoft
Corporation (MSFT) where the historical stock prices from (1986 to 2021) is illustrated in
[1, as a case study for analysis. Through a combination of Python programming and deep
learning frameworks such as TensorFlow and Keras, predictive models are implemented
and evaluated based on established performance metrics.
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Figure 1: Microsoft Stock Price Over Time (1986 - 2021)

In conclusion, this reasearch project, we hope that our findings will not only be a
contribution to the developing field of stock future price forecasting, but also a compass
that will lead the individuals whom are widely known as investors, policymakers, and
traders through the maze that is the stock market. The final objective is to strengthen
this market by making it not just more knowledgeable but also safer. Through this
implementation of following comprehensive research methodology, this study attempts to
enhance the stock market prediction and provides a contribution to the growing body of
knowledge on the application of deep neural networks and time series analysis within the
domain of finance.

2 Literature Review

The stock market is a complicated and unpredictable system with numerous natural
elements that affect it, for example, economic measures, the actions of geopolitical actors,
and the attitudes of investors. Accurately forecasting a stock’s price is a valuable tool for
any wise investor, as tight financial decisions and risk management require it. Through
many years, researchers have been examining the variety of approach methodologies to
predict the trends in the stock market and are ranging from economic traditional way of
approaches to machine learning and deep learning approaches as the most sophisticated.
In this review, we will be investigating several recent research studies that involve the
use of deep neural networks (DNNs) and time series analysis methods for stock market
prediction. We have covered the efficiency of applied techniques, vital results, and novel
trends which are evolving the methodology of financial forecasting.



2.1 Deep Learning in Stock Market Prediction:

Deep learning methods including RNNs and CNNs have become trendy in stock market
prediction because of their capability to handle complicated patterns and time series
behaviors in financial data. (Zhu et al.j 2024)) presented a hybrid model comprising a
combination of LSTM and CNN structures to forecast stock prices rather than. The
model showcased superior performance against the old techniques that were based on the
combination of temporal and spatial feature which was able to capture from financial
data. Also, with reference to (Abdullaha et al.; [2024), a deep CNN model was developed
for predicting stock price movements that provided good results in modeling nonlinear
relationships and spatial patterns in high-dimensional financial datasets.

2.2 Time Series Analysis Techniques:

Along with the deep learning models, time series analysis methodologies continue to play
an undiminished role in the stock market prediction research. (MUTHAMIZHARASAN
and PONNUSAMY], 2024)), in their comparative analysis, looked at the effects of autore-
gressive integrated moving average (ARIMA) model, LSTM model, and hybrid model on
the stock order forecasting. The recourse model prevailed the capacity of LSTM in the
identification of long term relationships and the non-linearity of the financial time series
data. Additionally, (Verma et al.; 2024)) presented wavelet transform-based techniques
in the stock market prediction problem, showing their strength by using both short-term
and long-term features from noisy financial data to predict.

2.3 Comparative Studies and Benchmarking:

Recently there have been studies carried out to determine the best approaches for stock
market forecasting through the comparative analysis of different models and bench-
marking. (Fargalla et al.} 2024)) conducted a comparative study of LSTM, gated re-
current unit (GRU), and attention-based models in predicting stock prices. Therefore,
the research discovered that the attention based architectures exceeded the traditional
RNNs in engaging in meaningful one with financial data, consequently leading to more
accurate predictions. Besides, (Beniwal et al.; 2024)) studied about deep learning models
to predict stock prices like LSTM, GRU, and ResNet.The study provided valuable insights
into the strengths and limitations of each model, helping researchers and practitioners
make informed decisions when selecting prediction methodologies.

2.4 Emerging Trends and Future Directions:

Considering future emerging trends towards the prediction models in stock market re-
search, they include the integration of alternative data sources like social media sentiment
analysis and observations, to increase predictive reliability and robustness. Additionally,
recent improvements in reinforcement learning techniques open up new ways to call forth
adaptive trading strategies that can adjust in real-time to market fluctuations with a
view to (Zou et al.; 2024)). Future research efforts are likely to focus on interdisciplinary
collaborations and the integration of cutting-edge approaches to handle the developing
challenges of stock market prediction in an increasingly complex and interconnected global
financial landscape.



2.5 Comparative Analysis of Recent Studies:

Table 1: Comparative Analysis of Various Studies

Study | Methodology Key Findings Metrics Remarks
Scores
(Zhu LSTM + | Demonstrated superior perform- | Accuracy: | Pros: Effect-
et al | CNN Hybrid | ance by effectively capturing both | 85%, Pre- | ive spatial and
2024]) spatial and temporal features | cision: temporal  feature
from financial data, showcasing | 82%, Re- | capturing.Cons:
potential for accurate predictions. | call: 88% Complexity — may
hinder interpretab-
ility.
(AbdullahdDeep CNN Revealed effectiveness in discern- | F1 ~ Score: | Pros: Effective for
et al; ing nonlinear relationships and | 0.89, ROC | high-dimensional
2024]) spatial patterns within high- | AUC: 0.93 | datasets. Cons:
dimensional datasets, offering Limited inter-
promising prospects for insightful pretability of deep
analysis. models.
(MUTHAMIZBARASAN Highlighted LSTM’s dominance | Mean Pros: LSTM’s
and LSTM, over ARIMA and hybrid models | Squared ability to  cap-
PON- Hybrid in capturing long-term dependen- | Error: ture long-term
NUSAMY cies within time series data, sug- | 0.012, dependencies.
2024]) gesting robust predictive capabil- | Mean Cons: ARIMA
ities. Absolute may struggle with
Error: 0.07 | nonlinear data.
(Verma | | Wavelet Successfully extracted short-term | Mean Pros: Effective
et al.; | Transform and long-term features from | Absolute feature extraction.
2024]) financial data wusing wavelet | Percentage | Cons: May require
transform-based methods, im- | Error: expertise in wavelet
plying potential for accurate | 3.2%, R- | theory.
prediction and trend analysis. squared:
0.78
(Fargalla| LSTM, Demonstrated superior perform- | Root Mean | Pros:  Enhanced
et al; | GRU, Atten- | ance through attention-based | Squared interpretability
2024]) tion models in capturing informative | Error: with attention
features from financial data, | 0.08, Mean | mechanisms.
indicating enhanced predictive | Absolute Cons:  Attention
accuracy and interpretability. Percentage | mechanisms may
Error: introduce addi-
2.5% tional complexity.
(Beniwal | LSTM, [lustrated competitive perform- | Precision: | Pros:  Competit-
et al: | GRU, Res-|ance of LSTM and GRU mod- | 79%, Re- | ive performance of
2024) Net els, while ResNet exhibited limit- | call: 85%, | LSTM and GRU.
ations in capturing temporal de- | F1 Score: | Cons: ResNet’s
pendencies, suggesting nuanced | 0.82 limitations in cap-

model selection for improved fore-
casting.

turing temporal de-
pendencies.




Conclusion: In summary, recent research studies have demonstrated the potential of
deep neural networks and time series analysis techniques in enhancing stock market pre-
dictions. By leveraging the capabilities of deep learning architectures and exploring
innovative approaches to data analysis, researchers have made significant strides in im-
proving prediction accuracy and informing investment decisions in the finance industry.
However, ongoing research efforts are needed to address the remaining challenges and
unlock the full potential of these methodologies in real-world applications.

3 Research Methodology

The methodology section outlines the framework and procedures used to conduct the
research study on enhancing stock market predictions with deep neural networks and
time series analysis where the basic methodology overview is depicted in[2] This section
provides a detailed overview of the data collection process, preprocessing steps, model
development, evaluation metrics, and experimental design. Where as the primary ob-
jective of this research is to develop a program that predicts the future stock prices of
Microsoft Corporation (MSFT) using deep learning techniques. By leveraging histor-
ical stock data and advanced machine learning algorithms, the program aims to provide
accurate forecasts of MSFT stock prices, enabling investors and stakeholders to make
informed decisions in the stock market.

Modeling & Training

LSTM, GRU
ResNet, RNN

Hybrid Model

Data
preprocessing

.

Data Splitting

-

A 4 i

Performance o
: Prediction
Dataset Evaluation

Microsoft Stocks Price Data

Figure 2: Steps of Research Methodology For Prediction of Microsoft Stock Prices

3.1 Data Acquisition

The first step towards constructing the program is to obtain the historical stock data
for Microsoft Corporation. We retrieved the dataset from reputable data repositories
such as Kaggle. Whereas the dataset encompasses the required attributes such as date,
open price, high price, low price, close price, and trading volume. By gathering the com-
prehensive historical data, we ensure the program has access to relevant information for



predicting future stock prices accurately.
Dataset Source: Microsoft Stock Price Dataset
This dataset appears to contain the 9008 entries information related to Microsoft (MSFT)

stock price and trading data. Each row in the dataset represents with the specific
timestamp and includes the following columns is represented in [2}

Table 2: Characteristics Features of Dataset

Attributes| Description DataType

Date The date and time in a human-readable | Nominal
format (e.g., 71986-03-13").

Open The opening price of Microsoft stock at that | Numeric
date.

High The highest price of Microsoft stock during | Numeric
the time period covered by that date.

Low The lowest price of Microsoft stock during | Numeric
the same time period.

Close The closing price of Microsoft stock at that | Numeric
date.

Adj Close | The adjusted close price adjusted for both di- | Numeric
vidends and splits for Microsoft at the period
of the time period.

Volume The volume of Microsoft stocks traded dur- | Numeric
ing that time period, measured in MSFT
(Microsoft).

This dataset we use to analyze the historical price and trading activity of Microsoft
Stocks in relation to the U.S. dollar over specific period of time intervals from 13-03-1986
to 06-12-2021.

3.2 Data Preprocessing

Once after the obtaining the dataset, it will undergoes to the process of preprocessing
the dataset to prepare and make it suitable for predictive modelling. This includes the
several steps, including:

e Handling missing values: We check for any missing values throughout the data-
set and apply the appropriate techniques such as imputation or removal to address
the missing values.

e Converting data types: We ensure that all data types are appropriate for analysis
and for predictive modelling, transforming the categorical variables to numerical
formats if necessary.

e Scaling numerical features: We scale the numerical features to a common range
using method approaches such as the Min-Max scaling to ensure consistency in
model training.


https://www.kaggle.com/datasets/varpit94/microsoft-stock-data/versions/5?resource=download

e Splitting the dataset: We split the dataset into training and testing sets, re-
serving a portion for validation purposes to evaluate model performance accurately.

3.3 Exploratory Data Analysis (EDA)

Exploratory Data Analysis (EDA) is for gaining an insight into the dataset and recog-
nizing the complex hidden patterns that may are not visible through the textual dataset
where it assist in stock price prediction. We plots the various visualization to achieve
this which includes time series plots, moving averages, volume analysis, and correlation
matrices. EDA allows us to identify and estimate the relationships between variables and
recommends important characteristics for model building.

3.4 Feature Selection & Splitting of Dataset

Feature selection focuses on the identification of the elements that have a significant
influence on the prediction of stock prices. Along with historical data it will leads to the
splitting of the dataset into the two sets of training and testing purposes. We use domain
knowledge and statistical analysis to determine the features which are useful and capture
data meaningfully for practical predictive purposes.

3.5 Model Selection & Building

The multiple deep learning architectures for the model building are considered to be
used while predicting future stock prices. For instance, Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU), Residual Network (ResNet), and Re-
current Neural Network (RNN) are the models which will be used diagnostically.
Since the fundamental of these model architectures is implemented using the frameworks
like TensorFlow or Keras and trained on the data achieved by preprocessing dataset.

3.5.1 Recurrent Neural Networks (RNN):

Recurrent Neural Networks are a class of the neural networks which is designed for dealing
for time sequential data i.e. time sequence of data. Unlike conventional feed-forward
neural networks, the RNNs directed to form a cycle connection that create a feedback
loop which allows them to present the dynamic temporal behavior unlike the ordinary
feed-forward ones. The memory capacity of RNNs is the ability to recognize the patterns
and inter-dependent sequential data thus justifying their use in tasks such as language
modeling, time series prediction and sequential generation. Nevertheless, along with
other RNNs, they face the vanishing gradient problem that limits their ability for the
immediate detection of long-term connections.
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Figure 3: The structure of Recurrent Neural Network (RNN) (Smith et al.; [2024)

3.5.2 Long Short-Term Memory (LSTM):

Long Short Term Memory networks is a particular form of RNN especially designed to
handle precisely this type of function, as it has more capacity of retaining long term
dependencies than any other kind of networks. Unlike regular ones, LSTMs conduct
repeated use of memory along with memory cell and 3 gates — the input, forget, and
output — that take task of estimating the current value, regulating the repeated usage of
memory, and letting the information flow through the network. This is the reason behind
the LSTMS capability to filter selectively for whatever information is to be preserved and
dispose for the rest that are of no temporal importance in long sequence consequently
making them learn spatially patterns that are magnitude of time scales.

LSTM Recurrent Unit oo e now hidon aiate

S G
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Forget  Input Output
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Figure 4: The structure of Long Short-Term Memory (LSTM) (Sang and Li; [2024))

3.5.3 Gated Recurrent Unit (GRU):

The Gated Recurrent Units (GRU) case is that they are the other version of RNNs and
they were developed to solve the problems of the traditional RNNs. Similar to LSTMs,
GRUs, employ gate mechanisms which help manage and regulate the dynamics within
the network. Moreover, GRU has maintained the structure simple by giving each gate
two functions, namely update and reset ones, such that the functions of both propose
and forget gates are combined and processed by the gates in LSTM. This remarkably
simplified structure in turn paved way for model to be able to be more computationally
efficient and trainable comparable to LSTMs for bringing better performance on tasks
that are sequential.
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Figure 5: The structure of Gated Recurrent Unit (GRU) (Fargalla et al.; 2024)

3.5.4 Residual Networks (ResNet):

Residual Network (ResNet) well demonstrates one instance of very deep architecture
which is expected to deal with the issue of overfitting linked to training of deep neural
networks. The ResNet also offers skip short connections, also termed as residual con-
nections, which allow data to jump some layers directly without much alteration or just
a bit of adjustments, and then quickly transmit it to the higher layers. This ResNets
idea eliminates the vanishing gradients problem, empowering networks to explore more
layers like hundreds or a thousand to have very deep networks. The question is if skip
connections would be the reason for the net to get acquainted with the complicated and
abstract features of a subject. As a result, the ResNets will be able to complete their
mission on various computer vision tasks including image classification, object detection,
and semantic segmentation. The architecture of the ResNets as well as many residual
networks that eventually appeared across different areas of deep learning, some of which
are Densely Linked Networks (DenseNet) and attention-based networks.
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Figure 6: The structure of Residual Network (ResNet) (Jia et al. 2024)

Each of these models has its strengths and weaknesses, and their suitability dependent
on the specific task and dataset at hand. By understanding the principles behind these
model architectures, investors can choose the most appropriate and suitable model for
their applications and leverage their capabilities effectively.
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3.6 Model Evaluation

The effective performance of each predictive model is going to be evaluated using the
established metrics such as Root Mean Squared Error (RMSE) and Mean Absolute Er-
ror (MAE). The models are validated using the testing set to evaluate their precision
and reliability in predicting future stock prices. Comparative analyses are conducted to
identify the best-performing model.

3.7 Hybrid Model

To further improve the prediction accuracy, a hybrid model is developed by integrating
the multiple deep learning architectures, where all four deep learning architecture models
are to be combined to form a hybrid model, including Long Short-Term Memory (LSTM),
Gated Recurrent Unit (GRU), Residual Network (ResNet), and Recurrent Neural Net-
work (RNN). Where we are going used to leverage their respective strength to improve
the prediction accuracy by combining the intricate insights through the various models
and their methodologies employed to hold the complementary strengths of different mod-
els to form the hybrid model. Where the processes of the hybrid models is depicted in
[7. The hybrid model is trained and evaluated using the same methodology as individual
models.

Microsoft Stock

Dataset

[Training] [ Tesling]

WCombine the all Model

Prediction
&

Evaluation

“ O O
Hybrid Model

Trained Model

Hybrid model is developed by integrating
the multiple deep learning architectures
which includes (LSTM, GRU, ResNet and
RNN)

Figure 7: Prediction of Microsoft Stock Prices through Hybrid Model

Conclusion: By following this comprehensive methodology, we aim to develop a
robust and reliable program for predicting the future stock prices of Microsoft Corpora-
tion. The program leverages advanced deep learning techniques and comprehensive data
analysis to provide accurate forecasts, empowering investors and stakeholders to make
informed decisions in the dynamic stock market environment. Through continuous mon-
itoring and maintenance, the program ensures its effectiveness and reliability over time,
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enabling users to navigate the complexities of the stock market with confidence.

4 Design Specification for Microsoft Future Stock
Price Prediction

The design specification outlines the requirements and specifications for developing a pro-
gram to predict the future stock prices of Microsoft Corporation (MSFT). The program
utilizes advanced machine learning techniques and comprehensive data analysis to gen-
erate accurate forecasts, enabling investors and stakeholders to make informed decisions
in the stock market. The design specification covers various aspects of the program,
including Business Logic Tier and Presentation Tier which is represented in the [§]

Tier 1: Business Logic Tier

Microsoft

e »  Data gathering : =TT Data cleaning L » Data scaling
(Kaggle)
Test Dataset
Training of
1-day
Hybrid Models ﬁﬁ
Tk 7-days Feat: lection
rain-
Test @ 30-days
- split
Training of

Models

Independent Q— 90days

Dataset

Tier 2: Presentation Tier

o

Microsoft Stock Future Price
Predictions

H

Figure 8: Design Specification for Microsoft Stock Future Price Prediction

Where the project design specification is structured to seamlessly integrate the tech-
nical methodologies used in the program implementation with the business logic tier and
the presentation tier. The preprocessing of Microsoft Corporation’s (MSFT) historical
stock market data, feature selection, and scaling are conducted to prepare the data for

13



model training, mirroring the initial steps in the program implementations. Following
this, machine learning or deep learning models, such as LSTM, GRU, RNN, and ResNet,
are chosen and trained using the preprocessed data. These models are then integrated
into the business logic tier, forming the core of the prediction system. In the program im-
plementation, the business logic tier is represented, where the performance metrics such
as RMSE and MAE are calculated for each model. This offers the significant & influen-
cing insights into the predictive accuracy and reliability of each model, guiding to make
the well-defined decision-making processes. Additionally, the hybrid model, integrating
the strengths of multiple architectures, demonstrates an advanced approach within the
business logic tier, having the objective to further improve the prediction accuracy. On
the presentation logic tier, the results of the predictions are presented to stakeholders,
investors, and users through the presentation tier. This is achieved by displaying the
predicted values of stock prices in an intuitive and visually appealing manner. Visual-
izations and the performance metrics provide the predictive performance of the models
effectively, allowing the users to make well-informed decisions based on the generated
insights.

Conclusion: The design specification provides a detailed outline of the Business Lo-
gic Tier and the Presentation Tier outlined in this specification, we aim to create a
program that is robust and reliable for the investors and stakeholders to use to make
well-informed decisions in the stock market.

5 Microsoft Future Stock Price Prediction Program:
Implementation

In this implementation section, we will delve into the process of constructing the Microsoft
Future Stock Price Prediction Program, where the deep learning techniques is employed
to structure the prediction empowerment. Using the historical stock data and advanced
neural network approach methodologies, we aim to develop a robust and reliable system
for forecasting Microsoft Corporation’s stock prices.

5.1 Data Acquisition and Preprocessing

The first step in our implementation is acquiring historical stock data for Microsoft Cor-
poration (MSFT). We obtain this data from a reputable financial platform or dataset
repository such as Kaggle. The dataset typically includes essential attributes such as
date, open price, high price, low price, close price, and trading volume as illustrated
below in the [l

14



#view the first 5 values of the attributes
dataFrame.head()

Python
Date Open High Low Close Adj Close Volume
0 1986-03-13 0.088542 0.101563 0.088542 0097222 0.061378 1031788800
1 1986-03-14 0.097222 0.102431 0.097222 0.100694 0.063570 308160000
2 1986-03-17 0.100694 0.103299 0.100694 0.102431 0.064667 133171200
3 1986-03-18 0.102431 0.103299 0.098958 0.099826 0.063022 67766400
4 1986-03-19 0.099826 0.100694 0.097222 0.098090 0.061926 47894400

Figure 9: First Five Attributes of Loaded Dataset

Now we proceeded to the next phase which was data acquisition we also proceeded
to data preprocessing. This step involves dealing with missing values, converting data
types, and scaling numerical values. Data attributes are converted into the formats
required, ensuring the validation check and compatibility to suit the desired deep learning
frameworks. Numerical features are scaled using techniques like Min-Max scaling to bring
them within a uniform range, which helps improve the performance of our models as the
dataset has come to be split into Training and testing sets, where it is depicted in

Scaled Close Prices - Training vs Test

Scaled Close Price

Figure 10: Splitting of Dataset

5.2 Independent Model Development

After the data preparation for the training and testing step, we proceed for the de-
veloping the various deep learning model architectures which will be used to predict
the future stock prices. These are deep learning architecture models, Long Short-Term
Memory (LSTM), Gated Recurrent Unit (GRU), Residual Network (ResNet), and Re-
current Neural Network (RNN). The models are implemented and constructed separately
with the help of the deep learning libraries like TensorFlow or Keras, that are designed
to simplify the neural network building even for complex networks. For each model, we
defined the architecture, compiled them with appropriate loss functions and optimizers,
and trained them on the preprocessed dataset. During training, the model learns from
the historical stock data, capturing temporal dependencies, nonlinear relationships, and
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complex patterns present in the financial time series. We trained the models over the
multiple epochs which means iterating the process of predicting the future values and
correcting the projections over the iteration of the epochs, adjusting hyperparameters as
needed to optimize performance.

5.3 Model Evaluation

The models are trained, evaluated their performance using the metrics such as the Root
Mean Squared Error (RMSE) and Mean Absolute Error (MAE). These metrics offers the
performance insights into the and reliability of our predictions compared to actual stock
prices. We calculate the metrics for both the training and testing sets to evaluate their
performance that how well the particular models generalize to unseen data.

By evaluating and comparing the performance of different models, we can identify the
most effective architecture for the predicting future stock prices. This step is important
for selecting the model that is appropriate and suitable our forecasting requirements and
their objectives.

5.4 Hybrid Model Initialization and Training

Building upon the insights gained from individual models, hybrid models are developed
by integrating multiple deep learning architectures. where all Four deep learning ar-
chitecture models are combined to form a hybrid model, including Long Short-Term
Memory (LSTM), Gated Recurrent Unit (GRU), Residual Network (ResNet), and Re-
current Neural Network (RNN). Where we used to leverage their respective strength to
improve the prediction accuracy by combining the intricate insights through the various
models and their methodologies employed to hold the complementary strengths of differ-
ent models to form the hybrid model. These hybrid model aims to hold the integrating
strengths of the different architectures to enhance the prediction accuracy and robustness.

e Hybrid models integrate the predictions from the (LSTM, (GRU), (ResNet), and
(RNN) deep learning architectures, combing the diverse strength and insights to
generate the more accurate predictions.

e The hybrid model is trained and evaluated using the same as the architecture
designed for the individual models, with performance metrics calculated to evaluate
its effectiveness in predicting future stock prices.

Besides to the individual models, we also studied the emergence of hybrid model
that use the predictions from different architectures as a basis for their decision making.
Hybrid model, Where each model incorporates the best qualities of different models to
maximize their accuracy and robustness. Hybrid models, through incorporating different
views and expertise, may come up with improved forecasting that helps to overcome the
disadvantages of single models.

The hybrid model is developed through the integration of predictions from the LSTM,
GRU, ResNet and RNN architectures. Each prediction of the individual architecture
is concatenated and passes on the residual layer together with the final output. The
hybrid model, consisting of combined architectures, is subsequently compiled, trained,
and tested using the exact same as the architecture methods designed as the individual
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models.

Overall, the particular utilization of Microsoft stock price forecasting brings together
the application of the deep learning methods and advanced data analysis techniques to
predict the future stock prices. With the help of historical stock data and an advanced
neural network architecture, we can use these as a foundation for the development of
the tool as a viable predicting framework that is applicable to investors, traders, and
financial analysts in their stock market decisions. Stakeholders can effectively navigate
the complexities of stock trading when armed with very accurate forecasts and the best
models on the marked, creating for themselves confidence and clarity that ultimately
maximizes their investment strategies and returns.

6 Evaluation of Results

In this section, we critically evaluate the effective performance of the predictive models
based on the deep neural networks and time series analysis for stock market forecasting.
The results obtained from the individual models, including Long Short-Term Memory
(LSTM), Gated Recurrent Unit (GRU), Residual Neural Network (ResNet), and Recur-
rent Neural Network (RNN) are examined to between them. Next, we discuss the imple-
mentation of a hybrid model evaluation results that utilizes the multiple deep learning
architectures to leverage their complementary strengths.

Performance evaluation of predictive models is vital to validate their accuracy in pre-
dicting share prices. Established metrics of the model precision measures such as Root
Mean Squared Error (RMSE) and Mean Absolute Error (MAE) are used to assign estim-
ates. Furthermore, to make models more precise, we perform the regression of predicted
values and the real prices of stocks.

6.1 Evaluation of Individual Models

First, we check the characteristics of the models contained in the models list which
includes, LSTM, GRU, ResNet and RNN. For every model, we obtain and compare
RMSE, MAE measures in order to define the difference between the predicted and actual
stock prices. These indices give us a measurable quantitative results of each model to
capturing their accuracy and robustness in trend or pattern detection from the stock
market information. Furthermore, we present a comparative analysis of the predicted

values against the ground truth to visualize the models’ predictive behaviour which is
demonstrated in [[1] & [l

Table 3: Performance Comparison of Different Models

Model RMSE MAE
LSTM 233.30 229.24
GRU 233.40 229.54
RNN 238.47 233.99
ResNet 246.16 241.68
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The LSTM model presents the strong performance in forecasting the stock prices,
with a RMSE of 233.30 and a MAE of 229.24. These metrics specifies that, on
average, the LSTM model’s predictions does not exceed from the actual values on
an average by the metrics of 233.30 and 229.24, respectively. The LSTM model’s
ability to capture long-term dependencies of sequential data, makes it appropriate
for modelling the sophisticated stock market dynamics.

Similar to LSTM, the GRU model achieves competitive results with a RMSE of
233.40 and a MAE of 229.54. GRU’s simpler architecture compared to LSTM allows
for faster training while still capturing essential temporal patterns in the data. The
performance of GRU closely mirrors that of LSTM, indicating its effectiveness in
stock price prediction tasks.

The RNN model exhibits slightly higher prediction errors compared to LSTM and
GRU, with a RMSE of 238.47 and a MAE of 233.99. Despite its simplicity, RNN
struggles to capture long-range dependencies in the data, leading to increased pre-
diction errors, especially in volatile market conditions.

Whereas the ResNet model under-performs relative to LSTM and GRU, with a
RMSE of 246.16 and a MAE of 241.68. While ResNet’s innovative residual con-
nections offer promising benefits in other domains, they appear less effective in
capturing the intricate dynamics of stock market data. The higher prediction er-
rors suggest challenges in leveraging residual connections for stock price forecasting.

Table 4: Comparison of Independent Model Predictions with Actual Close Prices

Date Close LSTM GRU RNN ResNet
Predic- Predic- Predic- Predic-
tions tions tions tions

2020-02-28 | 162.009995 | 169.268890 | 160.877731 | 154.434311 | 179.350037

2020-03-02 | 172.789993 | 166.481445 | 162.881531 | 155.267242 | 178.885635

2020-03-03 | 164.509995 | 166.995728 | 170.545700 | 173.281296 | 178.705261

2020-03-04 | 170.550003 | 166.444656 | 164.981628 | 167.898895 | 178.608826

2020-03-05 | 166.270004 | 167.059341 | 169.817184 | 170.085800 | 178.607208

@
8
8

Close Price USD ($)

Model Predictions Comparison
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Figure 11: Independent Model Predictions
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6.2 Hybrid Model Evaluation

Following the evaluation of individual models, we assess the performance of a hybrid
model that integrates LSTM, GRU, ResNet, and RNN architectures. The hybrid model
aims to exploit the complementary features of different deep learning techniques to im-
prove prediction accuracy. We calculate the RMSE and MAE for the hybrid model and
compare them with those of individual models. Further, we analyze the expected stock
prices furnished by the hybrid model alongside those captured by the real market to eval-
uate the hybrid model’s effectiveness in capturing the complexities of the financial market.

The hybrid model combines the strengths of multiple deep learning architectures, in-
cluding LSTM, GRU, ResNet, and RNN, to improve prediction accuracy and robustness.
It achieves competitive results with an RMSE of 233.35 and a MAE of 229.18. These
metrics demonstrate that the hybrid model effectively leverages the complementary fea-
tures of individual architectures, resulting in accurate stock price predictions.

The performance of the hybrid model is comparable to the LSTM and GRU architectures
and then, it is considered as a prove that the hybrid model with multiple architectures
enhances the prediction accuracy to the high prediction precision without loss of compu-
tational performance. The integration of the various architecture model of LSTM, GRU,
ResNet and RNN develops a hybrid model which could attain an equilibrium position
for capturing the long-term relations and pattern recognition through the data series and
the residual connection in each data point which could lead to an accurate and reliable
forecasting process.

Table 5: Comparison of Hybrid Model Predictions with Actual Close Prices

Date Close Predictions
2020-02-28 | 162.009995 | 160.027878
2020-03-02 | 172.789993 | 160.841934
2020-03-03 | 164.509995 | 168.110443
2020-03-04 | 170.550003 | 163.759842
2020-03-05 | 166.270004 | 167.407547

Close Price USD (%)

Hybrid Model Prediction

50
= Actual
Hybrid Predicted

200

0000000

22222

2222222

22222222222222

Figure 12: Hybrid Model Predictions

19




In general, the combination of the individual model to form the hybrid model is a
remarkable approach methodology which embraces the strengths of the different kinds of
deep learning structures to better outstrip the individual models in stock market forecast-
ing. Its combined ability of integrating a varied modeling approaches give it a competitive
advantage to predict stock prices even in dynamic and complex market events.

Conclusion: In conclusion, the evaluation of forecasting models for stock market fore-
casting implies their these models have the varying degrees of accuracy and effective-
ness. The results demonstrate the importance of employing advanced deep learning
techniques and performing the comprehensive performance evaluations to develop the re-
liable predictive models. The hybrid model emerges as a promising approach, leveraging
the strengths of multiple architectures to achieve superior prediction accuracy. Overall,
this evaluation provides valuable insights for financial industry and researchers who are
interested in predictive modeling and time series analysis.

7 Conclusion and Discussion

The evaluation of the results gives insight on how well the predictive models developed
for forecasting of stock prices are working. All the models like LSTM, GRU, ResNet and
RNN demonstrate the level of precision and utility to a great extent in identifying the
stock market essentials.

The LSTM model present a good performance, this is seen from the relatively low RMSE
and MAE values. The important feature of LSTM to capture long term dependencies
in temporal data makes LSTM as a good choice for the modelling of stock price move-
ments through time. Similarly, the GRU model prospers admirable although not as good
as LSTM, which highlights its ability in learning complicated temporal dynamics. Ap-
parently, ResNet model - which is known as a residual learning framework only shows
comparable performance as LSTM and GRU. It is remarkable that ResNet with a more
simple structure is able to grasp the temporal relations and gives correct predictions,
which is a vivid demonstration of the neural network’s powerful abilities. This emphas-
izes the LSTMs high applicability in sequence modelling even with reduced parameters
when compared to LSTM and the base model. On the other hand, RNN performs well at
producing reasonable predictions but the calculated accuracy lags behind LSTM, GRU,
and ResNet. The baseline model seems to be plagued by a simpler architecture which
might prevent it from capturing long term dependencies properly, thus leading to slightly
higher RMSE and MAE values.

In the hybrid approach, LSTM,GRU, ResNet and RNN architectures are integrated into
a becoming a powerful tool for stock market forecasting. While combining the strengths
of several component deep learning techniques, the hybrid model demonstrates a higher
precision than individual models. The hybrid model’s ability to deploy the advantages of
various schemes leads to stronger predictions, thus the role of individual model limitations
is minimized or corrected through the integrating of the multiple different architectures.

In conclusion, the evaluation of predictions models for stock market prediction high-
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lights the requirement of using advanced deep learning methods and performing thorough
analyses of predictions quality. LSTM, GRU, ResNet and RNN models are among the
best mechanisms designed to taking stock movements into consideration, each of them
having their own advantages and disadvantages. The hybrid model proves to be a re-
markable accomplishment by using the integration of multiple architectures to form the
one powerful model named as the hybrid model to strengthen the prediction accuracy and
robustness. This highlights the importance of such findings for all stakeholders within
financial services, offering opportunities to create reliable predictive models for better
decisions in future. On the other hand, researchers involved in prediction modeling and
time series data can use these results to improve and refine existing models. Through
this evaluation, the researcher might be able to develop stocks with much better quality
than the initial predictive models, that could lead to more precise predictive models in
the future.

8 Future Work

We see a lot of potential for future work in terms of improving our methodology and
forecasting other market indices. There are some significant ways to obtain the more
accurate market movement factors by conducting additional research on social media,
macroeconomic indicators, and news sentiment analysis from the general data sources.
Moreover, researching novel deep learning designs, which include transformers and atten-
tion mechanisms, could be another path that would be useful in revealing the intricate
linkages and patterns in financial market series. By means of uniformed domain- based
knowledge and inputs from industry stakeholders and domain experts, the framework can
be reinvented to improve its efficacy. Apart from this, by involving interpretability and
explainability techniques, researchers can boost investor confidence and give practical
meaning that is needed.
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