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Personalized Fashion Recommendations in Dynamic
Fashion Trends

Shafik Rahman Salim Badhusha
x22123661

Abstract

This study examines the complexities in using RecBole sequential algorithms
in suggesting fashion goods for H&M users, while acknowledging the distinct diffi-
culties presented by the fashion industry’s cyclical trends. The research thoroughly
covers the crucial stages of data preparation, model development, training, and
filtering, assuring compliance with industry norms and adhering to data integrity
and ethics. An important addition is the establishment of a structured process
for making recommendations in multiple stages, specifically designed to include the
time-related aspects that are inherent in fashion data. By using a large dataset from
H&M, thorough testing demonstrates the intricate performance of RecBole sequen-
tial algorithms. The study examines how well the algorithms perform in suggesting
things in the ever-changing fashion environment of H&M. Different models using
two main sequential algorithms, GRU4Rec and Bert4Rec were built and evaluated.

1 Introduction

The realm of fashion is characterized by its dynamic and ever-changing nature, where
trends emerge and fade within short time frames. For fashion enthusiasts, staying abreast
of the latest trends and selecting clothing that aligns with individual tastes and circum-
stances can be both challenging and time-consuming. Personalised fashion recommenda-
tions have emerged as a solution to this dilemma, tailoring suggestions based on a user’s
profile, behavior, and feedback. However, conventional fashion recommender systems of-
ten rely on simplistic, generic models that overlook the intricate nuances of fashion, such
as style, fit, color, occasion, and season.

To address these limitations, this report introduces an innovative approach to user-
specific fashion recommendations within the context of dynamic fashion trends, leveraging
the RecBole framework. RecBole stands out as a comprehensive and adaptable library
for recommender systems, accommodating various models, datasets, and assessment tech-
niques. Specifically designed for dynamic fashion recommendations, RecBole integrates
temporal data, visual features, and textual descriptions of clothing. The proposed re-
search adopts a streamlined methodology encompassing data collection, preprocessing,
algorithm integration, and evaluation, aiming to enhance personalized fashion suggestions
through the application of the RecBole algorithm on the H&M dataset.
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1.1 Research Background and Motivation

The ever-evolving landscape of fashion continually introduces novel trends, creating a
challenge for individuals to stay abreast of the latest styles. This predicament is particu-
larly evident in the fashion industry, prompting a growing reliance on personalized fashion
recommendation systems. These systems play a pivotal role by suggesting tailored cloth-
ing and outfits that align with an individual’s preferences and requirements. However, a
significant drawback emerges as many of these systems hinge on static information about
users and garments, which might not always capture the dynamic nature of evolving
trends or changing personal tastes. Acquiring pertinent data to enhance these systems
further exacerbates the challenge.

Recognizing the aforementioned gaps in existing personalized fashion recommendation
systems, this study explores the utilization of the H&M dataset. This publicly accessible
compilation encompasses fashion items and user interactions from the H&M online store.
The primary objective is to investigate and address the intricacies of personalized fashion
recommendations in the context of dynamic fashion trends. To achieve this, the study
employs RecBole, a unified and comprehensive framework for recommender systems. By
implementing and comparing a spectrum of cutting-edge recommendation models on the
H&M dataset, the research aims to shed light on the efficacy of different approaches.

Integral to the recommendation process are distinctive techniques designed to incor-
porate temporal data and trend awareness. The study conducts in-depth evaluations to
compare the performance of various models and approaches across a spectrum of tasks.
These tasks encompass challenges such as cold-start suggestions, outfit selection, and
next-item prediction. Through this comprehensive analysis, the research seeks to con-
tribute insights into enhancing the adaptability and effectiveness of personalized fashion
recommendation systems within the dynamic landscape of evolving fashion trends.

1.2 Research Question

Does the RecBole algorithm provide personalized fashion recommendations for H&M
customers in the dynamic landscape of fashion trends? This research aims to evaluate
the algorithm’s performance utilizing the H&M dataset and, concurrently, to develop a
recommender system for personalized fashion suggestions.

1.3 Contribution

The personalized fashion recommendation system offers u sers a  d ynamic a nd tailored 
experience by incorporating temporal dynamics and leveraging the RecBole framework. 
This research contributes to the advancement of recommender systems by addressing 
the challenges posed by the ever-changing nature of the fashion industry. The adop-
tion of RecBole provides a versatile platform for implementing and comparing state-of-
the-art recommendation models. A multi-stage recommendation pipeline, encompassing 
data preparation, model training, and user-focused filtering, e nsures a  comprehensive 
and structured approach. Evaluation metrics such as mean average precision, precision, 
recall provide a thorough assessment of system performance. Ethical consid-erations, 
including user privacy and responsible data usage, are emphasized throughout the 
research, which utilizes the H&M dataset for practical relevance. The main goal is to 
improve the accuracy and usefulness of recommendations by using RecBole, taking into 
account how time changes, and a multi-stage pipeline. This will allow for more precise
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and relevant fashion suggestions that are specific to each user’s tastes. This research not
only contributes to the immediate field but also sets a framework for future investigations
in personalized fashion recommendations and recommender systems.

2 Related Work

The significance of literature reviews cannot be overstated in research papers, particularly
those focused on personalized fashion advice. These papers delve into providing users
with tailored clothing recommendations based on their preferences, style, and context.
However, the realm of the fashion industry is complex and ever-changing, with trends
evolving rapidly and consumer preferences fluctuating. Consequently, developing effective
and dependable personalized fashion suggestion systems is a challenging task that requires
innovative approaches and strategies.

2.1 Recommender Systems and Personalization Techniques

Recommender Systems and Personalization stand as significant realms within informa-
tion retrieval and data mining research. As highlighted by Hong et al. (2012) and Koren
(2009), temporal dynamics play a crucial role in recommendation systems. To offer
context-aware and fitting fashion recommendations, these studies emphasize the neces-
sity of considering user preferences and evolving fashion trends over time. Incorporating
temporal dynamics has the potential to enhance the effectiveness and accuracy of person-
alized fashion recommendations by aligning them with user preferences and contemporary
trends.

Effectively harnessing users’ interests and content they generate is achievable on social
resource-sharing platforms through the application of collaborative filtering methods, a
subject explored by Huang et al. (2014) and Larrain et al. (2015). Leveraging user tags
and social tagging data contributes to a deeper understanding of users’ fashion preferences
and tastes, ultimately resulting in fashion recommendations that are more pertinent and
engaging.

As indicated in the study conducted by Lathia et al. (2010), temporal variation
emerges as a crucial factor in the realm of personalized fashion recommendations. Re-
commender systems that consider the evolving fashion preferences of users can address
this temporal variation, presenting a diverse array of recommendations over time. The
integration of temporal diversity concerns might enhance the performance of the RecBole
algorithm, enabling it to provide a more extensive selection of contextually relevant fash-
ion choices.

Furthermore, the studies conducted by Liu, Rogers, Shiau, Kislyuk, Ma, Zhong, Liu
and Jing (2017) and Medvedev et al. (2019) on practical applications of recommender
systems at Pinterest and Instagram highlight the real-world effectiveness of these systems
on large-scale platforms. These applications offer valuable insights into how the RecBole
algorithm could be employed and improved to address evolving fashion trends and deliver
customized recommendations on e-commerce platforms like H&M. The combination of
deep learning approaches has demonstrated considerable potential in recommendation
tasks, as evidenced by Liu, Gao, Feng and Li (2017) and Ke et al. (2019). By incorpor-
ating deep learning frameworks, RecBole may leverage rich visual and contextual data to
provide more precise and engaging fashion recommendations in personalized settings.

3



2.2 Machine Learning Paradigms in Information Retrieval

The existing literature showcases advancements in recommendation systems within the
domains of machine learning and information retrieval, especially in the context of per-
sonalized fashion recommendations using the H&M dataset, which encompasses dynamic
fashion trends. In this regard, Ke et al. (2017) introduced ”LightGBM,” a powerful
gradient-boosting tree framework designed to improve recommendation accuracy by cap-
turing intricate patterns in user-item interactions. This framework also considers tem-
poral dynamics, allowing it to provide contextually aware and timely suggestions.

Liu et al. (2010) proposed a multi-stage approach for addressing the research focus
on tailored recommendations, aligning well with the H&M dataset and accommodating
unique user preferences and behaviors in the dynamic realm of fashion. The utilization
of Machine Learning algorithms in RecBole’s multi-stage process enables it to furnish
precise and nuanced personalized outfit selections. The integration of RecBole with deep
convolutional neural networks, as demonstrated by Xiang et al. (2019), showcases its cap-
ability to offer compelling and relevant retrieval of fashion items, leveraging deep learning
approaches in visual information retrieval for fashion-related visual content. These in-
tegrated advancements underscore the significance of machine learning in information
retrieval and highlight RecBole’s potential to provide customers with context-aware and
aesthetically pleasing personalized fashion recommendations in the rapidly evolving land-
scape of online clothing platforms such as H&M.

2.3 RecBole Algorithm

The RecBole algorithm has proven to be a reliable framework for recommendation sys-
tems, tackling the research inquiry regarding its efficacy in terms of recommendation
accuracy and relevance in the context of personalized fashion suggestions with the H&M
dataset, encompassing dynamic fashion trends. Zhao et al. (2021) and Zhao et al. (2022)
introduced RecBole as a comprehensive and unified framework for recommendation al-
gorithms. Their contributions laid the foundation for RecBole’s versatile toolkit, capable
of accommodating various recommendation models and simplifying the implementation
process. RecBole offers researchers the opportunity to explore various algorithms to
enhance personalized fashion recommendations by aligning them with evolving fashion
trends and user preferences. Xu et al. (2022) have extended the capabilities of RecBole,
incorporating more realistic considerations in their enhancements, building upon previous
work. This study underscores the continuous improvement and expansion of the RecBole
framework in practical and meaningful ways. The recent advancements in RecBole may
have bolstered its performance in tailoring fashion ideas to individual preferences by
addressing practical challenges and incorporating real-world considerations. These im-
provements likely take into account factors such as scalability, effectiveness, and user-
friendliness, making RecBole conducive to supporting extensive e-commerce platforms
like H&M, where adapting to changing fashion trends is crucial for sustaining user en-
gagement.

Figure 1 depicts the structure of a Recbole recommender system, which is segmented
into three primary phases: Data preprocessing, Model training, and Model evaluation
and deployment. During the Data preparation phase, the system undertakes the task
of generating a dataset by gathering information from different sources, subsequently
cleaning and modifying it, and finally dividing it into training, validation, and test sets.
The Model training stage involves training recommender models that take into account
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both sequential and non-sequential user interactions with items, while considering the
order in which these interactions occur. The Model evaluation and deployment phase
include a Case study component that assesses the effectiveness of the trained models. In
addition, there are modules for training and assessing models, configuring random seeds,
and initialising loggers.

Figure 1: RecBole - Overall Architecture

The research specialization revolves around leveraging the H&M dataset and the
RecBole algorithm to enhance personalized fashion recommendations, with a primary
focus on elevating recommendation accuracy and relevance. The proposed study aims to
refine the RecBole model by incorporating temporal dynamics, utilizing the structured
CSV data within the H&M dataset. This enhancement seeks to deliver fashion recom-
mendations that are more contextually relevant, aligning with the evolving fashion tastes
and dynamic trends of consumers. The investigation will also evaluate RecBole’s collab-
orative filtering methods, considering user-tag-based preferences and social tagging data
from the dataset to provide more customized and socially conscious fashion suggestions.
The anticipated contribution of the research is to showcase how RecBole enhances person-
alized fashion recommendations using structured data from the H&M dataset. This, in
turn, aims to offer valuable insights for e-commerce platforms like H&M to enhance their
recommendation systems and deliver more precise and captivating fashion suggestions
tailored to individual user preferences.

2.4 RecBole Sequential Recommendations

Recbole has different sequential recommendation models. The Github1 link displays all
the recbole models which are tested on three different datasets namely ml-1m, Amazon-
Books and yelp2022 and the time and memory cost taken by individual models. The
paper ”Improved Recurrent Neural Networks for Session-based Recommendations” Tan
et al. (2016) specifically examines the application of recurrent neural networks (RNNs)
in the field of deep learning for recommender systems, with a focus on session-based re-
commendations. Session-based recommendations are a specific form of recommendation
system that seeks to anticipate the next-click items for an unidentified user by analysing
the pattern of short-term sequences. Recurrent Neural Networks (RNNs), specifically

1https://github.com/RUCAIBox/RecBole/blob/master/asset/time_test_result/Sequential_

recommendation.md
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long short-term memory (LSTM) and gated recurrent unit (GRU) networks have demon-
strated exceptional performance in modeling sequential data, especially data supplied by
users in a session-based fashion. RNNs offer significant performance advantages over tra-
ditional approaches when used in session-based recommendations. GRU-based models,
like Gru4Rec, are good at managing sequential user data, which makes them even more
useful for session-based recommendation tasks.

There is a strong case for using BERT4Rec along with Gru4Rec for sequential re-
commendation problems in the paper ”BERT4Rec: Sequential Recommendation with
Bidirectional Encoder Representations from Transformer” Sun et al. (2019). BERT4Rec
uses Bidirectional Encoder Representations from Transformers (BERT) to solve the prob-
lems that come up with session-based recommendations (SBR). It is very important to
correctly guess what the next item in a sequence will be, especially when there is not a lot
of data from previous users. BERT4Rec differs from Gru4Rec by utilizing bidirectional
architectures instead of unidirectional ones. This enables BERT4Rec to gather contextual
information from both the preceding and succeeding parts of a user’s behaviour sequence.
Bidirectional modeling improves the depiction of things, resulting in more resilient and
contextually aware sequential recommendations. BERT4Rec has a notable benefit in
its capacity to escape the constraints of strictly ordered sequences and fully utilise the
potential of concealed representations in user behaviour sequences. The research emphas-
ises the greater ability of BERT-based models to capture complex sequential patterns,
making them a more advanced and effective option for sequential recommendation tasks
compared to classic unidirectional models such as Gru4Rec. Referencing algorithms like
GRU4Rec, Caser, SRGNN, SASRec, BERT4Rec, and RepeatNet are used in that paper.

Li et al. (2023) Table 3 shows the novelty scores for repeat-next users (RNU) and
explore-next users (ENU). The novelty measures, such as Novelty@1 and Novelty@3,
measure the degree of uniqueness in suggestions for users who engage in repetitive inter-
actions and those who seek out new goods. GRU4Rec has higher scores than BERT4Rec
in terms of Novelty@1 and Novelty@3 for repeat-next users (RNU), with scores of 0.567
and 0.725, compared to BERT4Rec’s scores of 0.385 and 0.530. Nevertheless, when it
comes to explore-next users (ENU), BERT4Rec outperforms GRU4Rec, demonstrating
its superiority in delivering innovative recommendations for users who are seeking out
new goods. The findings indicate that GRU4Rec is very effective in capturing recurring
patterns in user behaviour, whereas BERT4Rec exhibits proficiency in providing innov-
ative recommendations for users who desire various suggestions. The recommendation
system’s objectives determine the decision between GRU4Rec and BERT4Rec, which
trades repetition and exploration. If recommendations should match users’ past inter-
actions, GRU4Rec may be best. However, BERT4Rec may be better for novelty and
exploration. For the recommendation system’s purposes and user preferences, the two
models’ repetition-exploration balance determines the choice.

3 Methodology

The GRU4Rec model and a KDD (Knowledge Discovery in Databases) strategy are the
foundations of this project’s methodology. To provide tailored fashion recommendations
in the always-changing world of dynamic fashion trends. Utilising information from the
well-known clothing store H&M, the method starts with a thorough data pre-processing
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stage 2 . The integration of customer, article, and transaction data involves intricate steps,
including date handling, grouping, and aggregation. Exploratory data analysis sheds light
on product group dynamics, customer age distribution, and time-series patterns in the
context of weekly sales. The model can make sophisticated recommendations because sev-
eral parameters were carefully considered during configuration and training. The research
then assesses the model’s performance using metrics like recall, precision, and MAP to
determine how well-customized fashion recommendations work in the ever-evolving fash-
ion ecosystem that is moulded by H&M’s wide-ranging and constantly-evolving product
catalogue.

Figure 2: KDD Process

3.1 Data Collection

Data for this research was gathered using Kaggle, notably from the H&M hosted ”Per-
sonalized Fashion Recommendations” competition. This dataset includes information
on a variety of user interactions with fashion-related products, such as past purchases,
browsing habits, ratings, and feedback. In addition, user demographics, and temporal
data documenting the timeline of interactions, brand, category, color, material, and style
elements of fashion items will be included. To safeguard user privacy and maintain data
anonymization throughout the research, ethical considerations will be taken into account.
For this purpose, we are using the Kaggle dataset which was published by H&M 3. This
dataset offers a rich and realistic depiction of consumer behaviors and preferences by
providing an authentic representation of user interactions. This real-world dataset of
user interactions serves as the basis for building a recommender system that precisely
captures every detail of consumers’ interactions with H&M’s online store. The use of
actual user data improves the system’s robustness and usefulness by ensuring that the
developed recommendation models are in line with the complexity of customer interac-
tions in a real-time fashion retail environment.

2KDD Methodology:https://www.csbj.org/article/S2001-0370(16)30073-3/fulltext
3https://www.kaggle.com/competitions/h-and-m-personalized-fashion-recommendations
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3.2 Data Preprocessing

Data preprocessing serves as an essential step in this project’s methodology, playing a
crucial role in preparing the raw data for subsequent analysis and modeling. The complex-
ities of managing various data formats, maintaining consistency, and extracting valuable
features are covered in this part, which lays the foundation for the GRU4Rec model’s
integration into the RecBole framework. Preprocessing includes all of the integration of
transaction, article, and customer data, including the finer points of grouping, aggrega-
tion, and data handling. By examining this crucial phase, one may gain an understanding
of the actions made to improve the dataset’s relevance, quality, and structure. This pre-
pares the ground for a thorough analysis and the creation of an advanced recommender
system that is suited to the ever-changing world of fashion trends.

3.3 Data Transformation

The transformation step in this project’s methodology is an important part of making
the preprocessed data better so that it can be used most effectively in the GRU4Rec and
Bert4rec model built on the RecBole framework. Examining the high-level techniques
used to transform the preprocessed data into a format that satisfies the particular needs
of the recommendation system. The transformation includes several different tasks, in-
cluding creating new features and transforming the data into atomic files that can be used
for modeling. This conversion enhances the efficiency of the GRU4Rec model by stream-
lining access to the necessary information. This stage also involves filtering the dataset
to the top N popular goods, which is essential to guarantee that the model can make
suggestions that are in line with the prevailing trends and tastes in the H&M product
catalog. This stage serves as a link between the preprocessed data and the other phases of
analysis and model building, establishing the foundation for an advanced and customized
recommender system in light of the ever-changing fashion trends influenced by the H&M
dataset.

3.4 Model Selection

RecBole, a comprehensive and state-of-the-art framework for recommendation algorithms,
will be utilized to integrate the preprocessed dataset. In this context, the model-building
phase of data mining encompasses training, optimisation, feature engineering, and method
selection. Using the GRU4Rec and Bert4Rec models, this step aims to get deep insights
from the expanded dataset. This will allow the system to spot small patterns in how
customers behave and what they like. The Gated Recurrent Unit for Recommendation,
or GRU4Rec, represents a recurrent neural network (RNN) architecture specifically de-
signed for sequential recommendation applications.4 Additionally, the Bert4Rec model,
which is an extension of the BERT architecture tailored for recommendation tasks, will
contribute to enhancing the system’s understanding of user-item interactions in a more
contextualized manner. Both GRU4Rec and Bert4Rec belong to the neural collaborat-
ive filtering family, providing advanced capabilities for capturing sequential patterns and
contextual information in recommendation scenarios.

To evaluate the model’s performance, a training set comprising 90% of the dataset is
utilized, with the remaining portion constituting the test set.

4https://recbole.io/docs/user_guide/model/sequential/gru4rec.html
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3.5 Evaluation Metrics

In the evaluation phase of the recommendation system, a collection of robust metrics is
employed to thoroughly assess its performance. Mean Average Precision at K (MAP@K)
is a crucial indicator that evaluates the precision of the top-K recommended items by
calculating the average precision across all users. This statistic is especially relevant in
situations where the sequence of recommendations is significant, such as in the context of
fashion recommendations. The calculation of MAP@K entails determining the precision
at each place within the recommendation list and then taking the average of these values
across all users.

where U is the number of customers, P(k) is the precision at cutoff k, n is the number
of predictions per customer, m is the number of ground truth values per customer, and
rel(k) is an indicator function equaling 1 if the item at rank k is a relevant (correct) label,
zero otherwise.

Precision, another crucial metric, focuses on the accuracy of the recommended items.
Precision@K quantifies the proportion of relevant items among the top-K recommenda-
tions. This indicator offers valuable insights into the system’s ability to accurately choose
things that match the user’s tastes, based on the set number of recommendations.

The third parameter in our toolbox is recall. Recall measures how well the system can
record all pertinent elements, which is a complement to accuracy. In our case, Recall@K
assesses the proportion of pertinent things to total relevant items discovered in the top-K
suggestions. This measure is essential for figuring out how well the system covers the
whole range of relevant items, making sure it doesn’t miss any potentially interesting
offerings.

These measures together provide a detailed insight of our recommendation system’s
effectiveness in the dynamic and visually-driven field of fashion recommendations, where
user satisfaction depends on personalised and trend-right choices. While precision and
recall give particular insights into the accuracy and coverage of the system, respectively,
MAP@K offers an aggregate metric that takes into account both the precision and order
of suggestions. Through these perspectives, we can assess our system and adjust its
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settings and algorithms to improve user experience and engagement with the always
changing fashion scene.

4 Design Specification

The overall architecture of the data is shown in Figure 4. The sources of the datasets used
in this research are various and include a wide spectrum of fashion-related interactions.
The data comes mostly from H&M’s online store and includes comprehensive transaction
records, in-depth article information, and rich consumer profiles as shown in the below
table.

Table 1: Details of Datasets

Dataset Count No. of Features
Transactions 31.8 M 3 context features
Articles 106 K 24 item features
Customers 1.3 M 6 customer features

Transactions have customer id and article id which are foreign keys for the customer
and articles tables. Besides this, transaction also contains sales channel id. To handle
the volume of the data, a targeted dataset covering one week was assembled for the
study. The design specification for the data architecture is a comprehensive plan that
outlines the various stages involved in the data processing and recommendation genera-
tion process. The raw data is undergone preprocessing process to ensure data quality and
consistency. This includes Data cleaning, normalization and transformation to address
any inconsistent data. The preprocessed data is then visualized and analyzed to gain
insights into the dataset’s structure and patterns, which helps in the identification of
potential features for the recommendation system.

Figure 3: Overall Architecture

The data architecture also includes a feature engineering stage, where new features are
created or transformed existing ones to better represent user preferences and item char-
acteristics. This stage involves selecting appropriate features, feature scaling, and feature
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engineering techniques to improve the performance of the recommendation system. A
key component of the architecture is the Popularity Top N module, which identifies the
most popular items within the dataset. This module helps in understanding the overall
preferences of the users and the most popular items in the dataset, providing valuable
insights for further analysis and recommendation tuning. The recommendation model is
another crucial component of the architecture. It leverages the processed data to gener-
ate personalized recommendations to each user. The model is trained on preprocessed
and feature-engineered data, taking into account the identified user preferences and item
characteristics. The model’s performance is evaluated using appropriate metrics, such as
precision, recall, and mean absolute error, to ensure its effectiveness in generating accur-
ate and personalized recommendations. The final stage of the data architecture involves
the generation of recommendations based on the trained recommendation model. These
recommendations are personalized and tailored to each user, taking into account their
preferences and the model’s predictions. The recommendations are then evaluated to
assess their quality and effectiveness in meeting the user’s needs and expectations.”

5 Implementation

In the implementation phase of this project, a systematic approach to leverage the
provided dataset for predicting customers’ future article purchases was undertaken. Py-
thon language was utilized as the primary programming language leveraging its rich eco-
system of libraries and frameworks for data analysis, preprocessing, and machine learn-
ing. Jupyter Notebooks was used as an interactive development environment, providing a
seamless platform for code exploration, experimentation, and visualization. In this part,
the things discussed in methodology will be explained in detail.

5.1 Cloud-Based Development Environment and Computational
Infrastructure

The development environment for the models encompassed a seamless integration of
Google Cloud Platform (GCP) services to leverage robust computational resources and
efficient data management. Cloud data storage is used to store the Data from H&M
ensuring scalable and secure data access. A virtual machine (VM) was provisioned on
GCP, specifically configured with TensorFlow 2.13, a pivotal framework for deep learn-
ing applications. The VM boasted a compute-optimized configuration, equipped with 8
vCPUs and 32 GB RAM, providing substantial computational power for model training
and analysis. Running Jupyter Notebooks further improved this environment’s useful-
ness by fostering an interactive and collaborative development experience. This mix of
cloud-based infrastructure, custom machine specs, and flexible development tools cre-
ated a flexible setting that was good for testing, exploring, and training recommendation
models like GRU4Rec and Bert4Rec within the RecBole framework.

5.2 Data Preprocessing

In the data preprocessing phase, a systematic approach was employed to refine and struc-
ture the dataset for subsequent analysis and modeling. The dataset resides in the Google
Cloud storage bucket in a CSV format, as shown in the below figure. The first step
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Figure 4: GCP Environment

was to load the ”articles,” ”customers,” and ”transactions” datasets from CSV files. To
combine transactional data with customer and article metadata, a sequence of inner joins
was executed on the ’custome id’ and ’article id’ variables. ’FN’ and ’postal code,’ two
unnecessary columns, were removed to make the dataset more manageable. The ’t dat’
column was converted to DateTime format to manage temporal characteristics, and new
features like ’year month’ and ’year’ were added to capture temporal patterns. Further-
more, the data is filtered to last one week data to handle the voluminous nature of the
dataset. To guarantee the accuracy and consistency of the dataset, unique values, and
missing data were also checked.

Figure 5: Google Cloud Storage bucket

5.3 Data Visualization

Several visualizations were used in the visualization research to highlight different aspects
of the dataset and provide important information for the creation of a customized fash-
ion recommendation system. The distribution of product types among various product
groups was depicted in the first set of bar plots, which highlighted the diversity within
each category as shown in Figure 6. Following that, the analysis focused on index groups
and index names, uncovering the popularity of particular indices and supporting the
identification of potential trends.

The age distribution histogram displayed the age (as shown in figure 7) demograph-
ics of clients, which contributed to the demographic profiling element of the analysis.
Moreover, by visualizing the quantity of consumers about the frequency of fashion news,
we gained insight into the level of user involvement with fashion-related material. Fur-
thermore, the display of recognized color master names demonstrated the dominance of
certain color categories within the dataset. The last series of visualizations concentrated
on sales transactions over a period, offering valuable insights into the temporal fluctu-
ations of sales channels. These visualizations were essential in revealing patterns, trends,
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Figure 6: Bar graph of Product Group

(a) Age Distribution (b) Price Distribution

Figure 7: Age and Price Distribution

and anomalies in the data, which inspired further analysis and improved the decision-
making process. The use of visualizations aided in gaining a thorough comprehension of
the dataset’s attributes, hence improving the overall caliber of subsequent studies and
model development procedures.

5.4 Feature Engineering

In the intricate process of developing our recommendation system, we embarked on a
multifaceted journey aimed at predicting customer purchases through a harmonious fusion
of historical sales data, nuanced insights into customer interactions, and an in-depth
analysis of product popularity. The initial phase involves the selection of crucial columns.
To find the popularity of N products, the fundamental idea behind this computation is
the sales rate quotient, a statistic that was specifically created to capture an article’s
popularity while taking into consideration the ever-changing nature of product trends.
The most recent transaction moment is captured by the variable last ts, which holds the
last timestamp in the dataset. Understanding the time interval between transactions
and computing temporal aspects depends heavily on this timestamp. In the given code,
the latest point in time inside the dataset is identified by determining the maximum
timestamp in the ’t dat’ column of the DataFrame, or last ts.
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One of the pivotal parts is sorting the popular products. By sorting the popular
products, the model will perform better. At the core of this calculation is the concept
of the sales rate quotient, a metric to encapsulate the popularity of an article while
accounting for the dynamic nature of product trends over time. The sales rate quotient
is computed for each article by evaluating the ratio of its weekly sales count on the
last day of the week (count targ) to its overall weekly sales count (count). This ratio
provides a normalized measure of popularity, effectively adjusting for variations in product
popularity over time. Selecting the Top N products comes next after all articles’ sales rate
quotients have been determined. These articles are the most prominent in the present
market landscape, as indicated by their greatest sales rate quotients. This carefully
selected list of the Top N products is arranged into a DataFrame, which functions as a
useful subset that highlights the most well-liked products. The recommendation system
not only finds popular articles but also gives priority to those that are in line with the
changing and dynamic preferences of customers in the fashion industry. This is made
possible by the complex interplay of metrics and considerations that go into calculating
the popularity of the Top N products. The timestamps are converted to Unix timestamps
and stored in a column timestamp. The final dataset with the user interaction data is
stored in an atomic file.5. Storing data in atomic files ensures atomicity, consistency,
and reliability, preventing data corruption and incomplete records, and supporting error
handling in data management processes.

5.5 Model Building

In the model-building phase, the recommendation system is configured with a set of
parameters encapsulated in the parameter dict dictionary as per the official Recbole
documentation.6 These parameters span crucial aspects such as data paths, user and
item identification fields, timestamp details, and training specifications, including the
selection of loss functions and evaluation metrics to gauge the system’s effectiveness.
The GRU4Rec model was chosen for its efficacy in sequence-based recommendations
and Bert4Rec for its ability to effectively capture extensive sequential relationships in
user-item interactions. The models are then instantiated and trained using the specified
configuration.Tan et al. (2016) The dataset is split into 30% test and 70% train data
using the data preparation function of recbole library. The user interval is taken as 10
while the item interval is 20. The dataset within the test train is converted to a tensor
datatype and stored in it. Throughout the training process, the model’s performance is
tracked, and the best results on the validation set are recorded. After training, a case
study is presented that explores the process of creating the top 12 recommendations for
every user. To determine which items each user prefers based on the model’s learnings,
full sort topk function is made use of. Transforming internal item IDs into their external
counterparts is a unique aspect of this approach that improves the recommendations’
interpretability.

5https://recbole.io/docs/user_guide/data/atomic_files.html
6https://recbole.io/docs/user_guide/config/parameters_configuration.html
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6 Evaluation

In the evaluation phase, a robust analysis of the recommendation system’s performance
was conducted, focusing on key metrics such as Mean Average Precision (MAP) at 12,
precision, and Recall. To fully evaluate the effectiveness of the recommendation system,
our code uses the full sort topk function from the RecBole utility module during the
assessment stage. The code starts by obtaining external user IDs using the id2token
method. It then proceeds to cycle over each user, providing a set of top-12 suggestions
using the training model and test data. The recommendations are subsequently trans-
formed into external item IDs and structured into a DataFrame called ’result’, which
includes user IDs and their respective top-k forecasts. The ’result’ DataFrame is useful
for assessing the system’s efficacy by providing insights into the correspondence between
recommended items and user interactions during the testing phase. The result data-
frame contains customer id and prediction fields where the prediction has 12 article IDs
separated by spaces as shown in below figure.

Figure 8: Results Dataframe

6.1 GRU4Rec Algorithm on User Interaction Data:

The primary investigation was around the use of the GRU4Rec algorithm on user interac-
tion data, highlighting its effectiveness in revealing sequential patterns in user-item inter-
actions. The model was trained to anticipate users’ forthcoming interactions by utilizing
the temporal dependencies included in the data, which are derived from their past beha-
vior. Significantly, limitations on the frequencies of user and item interactions were set
using the parameters 10 and 20 on ’user inter num interval’ and ’item inter num interval’
correspondingly. To calculate the loss during training, the ’loss type’ parameter was set to
’CE’ (Cross-Entropy). Negative sampling was not used (’neg sampling’ set to None), and
the ’train neg sample args’ parameter was set to null. The model training was conducted
using an epoch count of 5. The sample recommendation for one user ID is shown in
the below image. The GRU4Rec algorithm demonstrated performance with a MAP@12
score of 0.0117, in suggesting relevant items within the top 12 predictions. Additionally,
the computed average precision and average recall scores were approximately 0.0117 and
0.0165.
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Figure 9: Top 12 Recommendations for a user

6.2 BERT4Rec Algorithm on User Interaction Data:

The second case study was the implementation of the BERT4Rec algorithm on user inter-
action data. This was done by utilizing a specific set of parameters that were modified to
suit the algorithm’s unique properties. The parameters used here are similar to those used
in the GRU4Rec case study. The BERT4Rec model achieved a slightly lower MAP@12
score of 0.0102 and the average precision and average recall scores for BERT4Rec were
approximately 0.0102 and 0.0144 respectively.

Table 2: Evaluation Metrics for Different Models

Model MAP@12 Precision Recall

GRU4Rec 0.0117 0.0117 0.0165
BERT4Rec 0.0102 0.0102 0.0144
GRU4Rec with Additional Attributes 0.0078 0.0078 0.0106
BERT4Rec with Additional Attributes 0.0075 0.0075 0.0103

6.3 GRU4Rec Algorithm with Additional Attributes:

In this experiment where the GRU4Rec algorithm was improved with more attributes,
the model’s parameter configuration grew to include a wider range of features related
to items, such as the item’s code, type, name, appearance, colour group code, perceived
colour information, department details, index information, and specifics about the gar-
ment group. The enhanced set of features was designed to provide the model with a
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more refined comprehension of item attributes, hence enabling better-personalised re-
commendations. Nevertheless, the evaluation measures demonstrated a minor decline
in the model’s performance when compared to the baseline GRU4Rec model. This was
evident from the MAP@12 score of 0.0078, average precision of 0.0078, and average recall
of 0.0106. The incorporation of more features increased the granularity of the model,
requiring a meticulous evaluation of the potential trade-offs between improved feature
representation and computational performance.

6.4 BERT4Rec Algorithm with Additional Attributes:

The BERT4Rec method was improved in this experimental iteration by integrating sup-
plementary attributes into its parameter setting. The expanded range of functionalities
encompassed a variety of item-specific particulars, including item code, category, designa-
tion, visual representation, colour grouping code, perceived colour data, department spe-
cifications, index information, and garment group details. The purpose of this augmenta-
tion was to enhance the model’s comprehension of item attributes, thereby enabling more
refined personalised recommendations. Nevertheless, the evaluation metrics indicated a
slight decrease in the model’s performance in comparison to the baseline BERT4Rec
model. The MAP@12 score, average precision, and average recall were 0.0075, 0.0075,
and 0.0103, respectively. The inclusion of supplementary features increased the complex-
ity of the model, requiring a meticulous assessment of the trade-off between improved
feature representation and computational performance.

6.5 Discussion

The review of three separate recommendation system studies, utilizing GRU4Rec, BERT4Rec,
and a GRU4Rec with additional features, yielded useful insights into their performances.
GRU4Rec exhibited strong sequential pattern recognition, yielding competitive metrics
(MAP@12: 0.0117, Precision: 0.0117, Recall: 0.0165). BERT4Rec leveraged contex-
tual information effectively, showcasing comparable scores (MAP@12: 0.0102, Precision:
0.0102, Recall: 0.0144). Although adding a variety of features to GRU4Rec resulted in
a modest decrease in performance (MAP@12: 0.0078, Precision: 0.0078, Recall: 0.0106),
it highlighted the complex link that exists between interpretability and feature richness.
Analysing the tests critically revealed areas that may be improved. By using a multistage
recommender system Higley et al. (2022), targeted feature engineering and ensembling
can improve the recommendation precision.

7 Conclusion and Future Work

The models’ performance, which was characterised by relatively low scores, prompted
the investigation of strategic pathways to raise the calibre of recommendations. As per
Li et al. (2023) the sequential recommendation models such as GRU4Rec and Bert4Rec
perform better, which reflects the same in our research, and Gru4rec is much more efficient
in terms of execution, while Bert4rec took doube the time to execute one epoch. By
including a multi-stage recommender pipeline, motivated by results from the fashion
domain literature Higley et al. (2022) precision of the recommendation can be improved.
The pipeline needs to apply a variety of tactics, drawing from the study’s findings about
the transient nature of fashion trends and the need to take into account recent user
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transactions. In this research, only the top 100 popular products were filtered, similarly
implementing Repurchase-TopN, utilising graph embeddings for TopN recommendations,
and recommending items of the same products the recommendation can be improved.
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