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1 Introduction  
  

This Manual contains information on how to run and set up the implementation code for the 

ongoing study endeavour. This paper offers particular details about the hardware of the 

computer as well as the applications that need to be used. Users can use the XGBoost, 

CatBoost, Plotly, and Imblearn models to create summaries of research publications by 

following the procedures below.   

2 System Specification  

2.1 Hardware Specification  
Following are the hardware specifications of the system that was used to develop the project:  

  

  Processor: Intel Core i5 – 1135G7  

             RAM: 8GB DDR4 

  Storage: 500GB 

  Operating System: Windows 11   

2.2 Software Specification  
 The Jupyter Lab a web-based platform was used to train and evaluate the models and its 

specification was the following:  

 Processor: Intel Core i5 

   

3 Software Tools  
  

Following are the software tools that were used to implement the project:  

3.1 Python  
To construct the project, the Python programming language was utilized. Python was chosen 

mostly because of its useful packages for deep learning models, dataset preparation, and 

visualization.  I installed Python from the home page. The official Python website's download 

page is displayed in Figure 1.   
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Figure 1: Download page of Python’s official website  

3.2 Jupyter Notebook  
  

The Jupyter Notebook was utilized as a compiler to run the code because it enables users to 

implement all of the code in a single location and run the code in sections, such as cells, so that 

viewers can easily examine each code's output. Figure 2 illustrates the download page for 

Jupyter Notebook, which may be obtained from its official website 

 

  
 

Figure 2: Download page of Jupyter Notebook’s official website  

 

4 Project Implementation  
  

Following are the Python packages which were installed using pip and used to implement the 

project:  

• Seaborn  

• Pandas  

• Numpy  

• Matplotlib  

• Scikit-Learn 
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• SMOTETomek 

• IMBLearn  

• Datasets  

 

 
  

Figure 3: Necessary Libraries and Packages  

 

 

 

 

 

 

 

 

 

 

The code generates some descriptive statistics, removes an extra column, then reads a CSV file 

into a pandas dataframe.as can be seen in Figure 4:  
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Figure 4: Loading and Checking the Dataset  

  

 

 

 

 

 

 

 

 

 

 

 

To be able to compare the null percentages before and after imputation, the code in the image 

identifies columns in a pandas DataFrame which contain null values, imputes those values, and 

then generates a violin plot.which can be seen in the following Figure 5:  
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Figure 5: Preprocessing of the Dataset  
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The code in the image calculates the correlation matrix of a pandas DataFrame and 

plots a heatmap to visualize the correlations as shown in figure 6 

 

 
Figure 6: Feature Engineering  

 

 

 

 

 

 

Figure 7 shows the calculation of the correlation matrix between the target variable 
and all other variables. 
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                                     Figure 7: Correlation Analysis and Feature Selection 

 

 

 

4.1  Implementation of the KNN Model  
  

An import statement that imports the KNeighborsClassifier class from the scikit-learn library. 

1. in Figure 8. The creation of an instance of the KNeighborsClassifier class with setting 

the number of neighbors to 5, which means that the KNN algorithm will use the 5 

most similar training examples to predict the label of a new data point. 
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Figure 8: KNN Model 

 

In Figure 9 shows a ROC curve for a BRF algorithm, with an AUC of 0.9840. This indicates 

that the algorithm is very good at distinguishing between positive and negative cases:  

 

 
  

Figure 9: ROC_AUC Plot for BRF 
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Figure 10 shows the split of the dataset into train and test sets.  

 

 
  

Figure 10: Splitting Dataset  

 

4.2 Implementation of the CatBoost Model  
 

In Figure 11 shows CatBoost algorithm being used to train a machine learning model. The 

model has an accuracy of 93%. 

 

 
  

Figure 11: CatBoost Model  
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The confusion matrix shows the performance of a CatBoost model on a stroke prediction task. 

The model has an accuracy of 93% which is shown in figure 12. 

 

 
  

Figure 12: Confusion Matrix for CatBoost  

 

 

 

 

 

 

 

 

 

 

Figure 13, shows a table comparing the performance of algorithms based on Method 1 and 

Method 2. Method 2 outperforms Method 1 on all metrics. 
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                                              Figure 13: Evaluation and Comparison 

 

In Figure 14 shows a bar plot comparing the accuracy of four machine learning algorithms on 

two datasets. On both datasets, XgBoost outperforms the other algorithms. 
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                                                    Figure 14: Comparison based on Accuracy 

  

  

  

  

 

 

 

 

In Figure 15, The image shows a comparison of algorithms and methods based on AUC score. 

Method 1 and Method 2 have the highest AUC scores, while Method 3 and Method 4 have the 

lowest. 
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                               Figure 15:  Comparison based on Auc_Score 

  

  

  

  


