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1 Introduction  
  

This article provides more detail about the planned system's specs as well as the software and 

hardware that were used to make the idea happen. It also provides steps taken part in the study 

project's growth, “Email Spam Detection: Leveraging Fine-Tuned Transformer Models with 

Attention Mechanism”.  

  

2 System Configuration   
  

This is a detailed section that provide guideline for the use of software. It gives a general outline 

of the programme or application, including what it does, how it works, what hardware and 

software is needs, and how it communicated to its environment and users.  

2.1 Hardware Requirements  

2.1.1 The experiment was carried out on the following hardware:  

  

• Processor: Intel(R) Core (TM) i5-10300H CPU @ 2.50GHz   2.50 GHz  

• RAM: 16.0 GB  

• System type: 64-bit operating system, x64-based processor  

• Edition: Windows 11 Home Single Language  

  

2.1.2 Minimum hardware requirements are:  

  

• Modern Operating System:  

1. Windows 10 or 11  

2. Mac OS X 10.11 or higher 64-bit  

  

2.2 Software Requirements  
  

• Google Collaborator: cloud-based jupyter notebook, python version 3.10.  

• Email: Gmail account needed for accessing the drive.  

• Browser: Any web browser.  

• Other Software: VS code, Word.  

  

  



2  

  

  

3 Project Recreation   
  

The aim for the challenge was to provide a safe approach for detecting email spam using deep 

learning models. We have mounted google drive with Collab.  

  

  
  

3.1.1 Data Collection   

  

This directory contains the Enron-Spam datasets, as described in the paper: V. Metsis, I. 

Androutsopoulos and G. Paliouras, "Spam Filtering with Naive Bayes - Which Naive Bayes?". 

Proceedings of the 3rd Conference on Email and Anti-Spam (CEAS 2006), Mountain View, 

CA, USA, 2006.   

  

We have downloaded dataset from following URL and uploaded it on drive.  

https://www2.aueb.gr/users/ion/data/enron-spam/  

  

  
  

  

3.1.2 Installing Libraries  

  

We have installed all the Necessary Libraries to our environment to run the project 

(Transformer, Kears- tuner and Word ninja).  

  

  

https://www2.aueb.gr/users/ion/data/enron-spam/
https://www2.aueb.gr/users/ion/data/enron-spam/
https://www2.aueb.gr/users/ion/data/enron-spam/
https://www2.aueb.gr/users/ion/data/enron-spam/
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3.1.3 Importing Libraries  
  

 

 

  
  

  

3.1.4 Importing Dependencies   

  

We have downloaded Nltk dependencies for which we have used for data Cleaning in further 

steps.  
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3.1.5 Data Loading  

  

We have pulled the data from drive to the environment to work on it.  

  

  
  

3.1.6 Data Cleaning   
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3.1.7 Data Visualisation   
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After data preprocessing, we have generated a Count Plot graph we mentioned segregated 

number of Spam & Ham data present in our dataset. 

  

  
  

  

We have plotted Word cloud which mention words frequency in each Class (Ham & Spam).  
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Below graph shows text length in each data (Email).  

  

  
  

3.1.8 Data Preprocessing   

  

We have converted Ham & Spam Classes into numbers.  
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4 Model Implementation  
  

4.1.1 Fine tune Roberta model  

  

We have loaded the Tokenizer on Fine tune Roberta model along with that we have split the 

data in a ratio of 80:10:10 For Training, validation, and Testing.   

  

  

  
  

  

We have also applied Tokenizer to convert text values from data to into numerical values and 

Vector as shown in below figure. 
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We have loaded weights of pretrained model, and we complied the model for 5 Epoch for 

training the model to get better accuracy. 

  

  
  

  

We have generated below graph on basis of Every Epoch values. 
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Below generated Confusion Matrix shows Comparison of predicted output value and Actual 

Value of Test data. 
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Evaluation metrics results. 

  

  
  

  

  

Similar steps are performed for other two Transformer models (Fine-tuned XLMRoBERTa 

& DistilBERT). 

  

  

  

  

4.1.2 Fine-tuned XLM-RoBERTa Model  

  



12  
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4.1.3 Fine-tuned Distilbert Model  
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Here Output of Best model is stored.   

  

  
  

  

Visual Studio Code:  
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GUI Flask:  

  

Shows the home Screen for the GUI application on Email Spam Detection.   
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Enter text for Email Spam Detection.  

  

  
  

  

  

It concludes the entered text is Spam or Ham.  
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5 Conclusion   
  

Researchers can get the same result by using the same code implementation and the datasets 

as those found in this work by following the steps outlined in this Configuration manual.  
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