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1 Overview 
 

The Deep Learning Framework to identify interconnectivity of citation networks combines 

transformer models and Interconnectivity.  The transformer models are trained on three 

different datasets C2D-I (Roman et al., 2022), and SciCite. The experiments of this study 

were performed using pretrained transformer models BERT_base, BERT_large and 

DistilBERT to identify the model with the highest accuracy to be used for interconnectivity. 

 

The experiments were conducted on two platforms AWS EC2 instance and Kaggle notebook. 

 

2 Kaggle setup 
 

To run the deep learning model on Kaggle you need to have an account with Kaggle and sign 

in, after signing in go to settings and verify your account as you cannot access the 

accelerators without verifying your account. After, load the datasets from the upload option 

then choose the accelerator as TPU VM v3-8 and make sure the internet option is on to allow 

the download of the libraries.   

 

After the setup go to the code and change the file path (file_path = '/kaggle/input/ric-

experiments/C2D-I.csv') to your Kaggle path. Before running the script run the following: 

- pip install nltk: to be able to use the natural language toolkit. 

- pip install transformers: to be able to use the hugging face transformer models 

(huggingface.co, 2024). 

 

The above libraries should allow the code to run smoothly if not then install the rest of the 

libraries manually pip install scikit-learn and pip install seaborn. 

 

The TPU is free, it provides 20 hours per week to use it but because of its popularity 

sometimes there is a queue, and you just have to wait for your turn. The waiting time depends 

on your number in the queue.  

 

On Kaggle the script will take around 30 minutes with sciCite dataset and 1 hour and 30 

minutes for the C2D-I dataset. 

 

3 EC2 instance setup 
 

To run the deep learning model on the AWS EC2 instance I used the account provided by the 

college and the following were the settings:  
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- This study referred to these steps Set up to use Amazon EC2 - Amazon Elastic 

Compute Cloud to set up the instances. I started working with G4dn.4xlarge but the 

model needed more memory I switched to G4dn.12xlarge with 8 GPUs. 

- After the instance has been created, it needs to be configured to serve the study’s 

purpose, the study followed these steps Configure your Amazon Linux instance - 

Amazon Elastic Compute Cloud  

- Because I was using a Linux instance to access it, I used SSH and depending on the 

instance needs for the model Tensorflow needs NVIDIA libraries to speed up the 

process the libraries needed are Compute Unified Device Architecture (CUDA) and 

Cuda Deep Neural Network (cuDNN). The libraries have different versions 

depending on one’s SSH kernel’s version and to download the libraries you need an 

account with NVIDIA. The libraries can be found here CUDA Installation Guide for 

Linux (nvidia.com). 

- Transferring datasets and other files to the instance can be done through any FTP 

application, in these experiments FileZilla was used. 

- To run the script Jupyter Notebook was used in the SSH run sudo apt install 

python3 then Jupyter Notebook it shall open with the files in it. 

 

On the instance the models will take 15-30 minutes. Since all the models used the same code 

only a few lines were modified to avoid creating many scripts with the same code. To change 

the model uncomment the specific line and comment the line above # tokenizer = 

AutoTokenizer.from_pretrained('bert-base-uncased') 

# tokenizer = AutoTokenizer.from_pretrained('distilbert-uncased')  

 

To change the dataset since SciCite has all columns named this needs to be commented 

df.columns = ['SrNo', 'TextWhereRefMention', 'Category'], then Uncomment these lines 

as you comment the lines above them # df['CategoryEncoded'] = 

encoder.fit_transform(df['target']), # df['text'] = df['text'].apply(preprocess_text), # 

filtered_indices = df['text'].apply(lambda x: len(tokenizer.tokenize(x))) <= max_len, # 

encoded_texts = tokenizer(filtered_df['text'].tolist(), padding=True, truncation=True, 

max_length=max_len, return_tensors='tf').   

 

To test the model’s capabilities to predict if a text from a paper containing citations or 

reference belongs to any of the three categories background, method or results the code has 

where to input text and it predicts which category it belongs. When the prompt comes copy 

from a database that is being used and press enter it should show 0, 1 or 2 as output. 
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