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Configuration Manual: Optimizing Adversarial
Attacks on ML-Powered Malware Detection Systems

Vikas Varma Malipeddi
Student ID: 22143335

1. Introduction

This manual provides detailed instructions for setting up and executing code related to
the implementation of query-efficient adversarial attacks against machine learning
models. The focus is on understanding and enhancing the robustness of machine
learning models against adversarial attacks. The following sections guide you through
the necessary configurations, requirements, and tools.

2. System Specification

The adversarial attack system has been developed on the following hardware configurations:
(%

System Summary Item Value
Hardware Resources OS Name Microsoft Windows 11 Home Single Language
# Components Version 10.0.22621 Build 22621
Software Environment Other OS Description Not Available
05 Manufacturer Microsoft Corporation
System Name VIKASMALIPEDDI
System Manufacturer HP
System Model HP Pavilion Gaming Laptop 15-ec2xoc
System Type x64-based PC
System SKU 552W3PA#ACI
Processor AMD Ryzen 7 5800H with Radeon Graphics, 3201 Mhz, 8 Core(s). 16 Logical
BIOS Version/Date AMI F.24, 22-02-2023
SMBIQS Version 33
Embedded Controller Version 96,34
BIOS Mode UEFI
HP
88DE
96.34
Platform Role Mobile
Secure Boot State On
PCR7 Configuration Elevation Required to View
Windows Directory CAWINDOWS
System Directory CAWINDOWS\system32
Boot Device \Device\Harddiskvolume1
Locale United States
Hardware Abstraction Layer Version = "10.0.22621.2506"
User Name VIKASMALIPEDDIikas

Processor: Ryzen 7 5000 series
Operating System: Windows 11
Ram: 16 GB (DDR4)

Storage Hard Drive: 1TB (SSD)

3. Software Used:

The following tools are required for the development and usage of the query-efficient
adversarial attack system Pycharm Application below are the imported libraries to the
required models to run:



Torch

TensorFlow and Keras
Pandas

NumPy

Matplotlib
Scikit-learn.

4. Installation of the Software:

Python Installation:
e Download and install Python 3.x from the official website: Python.

e Ensure that Python is added to the system PATH during installation.

Pycharm Installation:

Step 1: To download PyCharm, visit the official website of JetBrains: Download PyCharm

Step 2: After downloading the file, click on it

Step 3: When the following window appears, click on Next and the installation process will

start
a? PyCharm Community Edition Setup

PC Welcome to PyCharm Community
Edition Setup

Setup will quide you thraugh the installation of PyCharm
Community Edition.

Itis recommended that you dose all other applications
before starting Setup. This will make it possible to update
relevant system files without having to reboot your
computer.

Click Mext to continue,

[ Next>%] [ cancel



http://www.python.org/
https://www.jetbrains.com/pycharm/

Step 3: After clicking on Next, first, a window for setting up the installation location will
appear.

Note: You can either select a folder for the installation location or retain the default path.

E3 pyCharm Community Edition Setup | @ ||
Choosze Install Location
Choose the folder in which to install PyCharm Community Edition.

Setup will install PyCharm Community Edition in the following folder. To install in a different
folder, dick Browse and select another folder. Click Mext to continue.

Destination Folder

Space required: 570, 1 MB
Space available; 196.8 GB

< Back ][ Mext = ][ Cancel

Step 4: In the next step, you can set the Installation Options as per requirements, and then,

click on the Next button to proceed.



E PyCharm Community Edition Setup El! [ ™

g Installation Options
. Configure your PyCharm Community Edition installation
Create Desktop Shortout |Ipdate PATH variable (restart needed)
[] 32-bit launcher &4-hit launcher Add launchers dir to the PATH

|Ipdate context menu

[] Add "Cpen Folder as Project”

Create Assodations

.Y

[ Download and install JRE x36 by JetBrains

[ < Back ][ Next:b':\[:'j[ Cancel ]

Step 5: Now, you have to select the Start Menu folder, or you can leave it as default

E3 pyCharm Community Edition Setup El! =] @
- Choose Start Menu Folder
@ Choose a Start Menu folder for the PyCharm Community Edition
shortouts,

Select the Start Menu folder in which you would like to create the program's shortouts, You
can also enter a name to create a new folder.

JetBraing|

7-Zip
AcCcessories

Administrative Tools

Anaconda3 (64-hit)

Android SDK, Tools

Android Studio

Bluefish

Brother

Bullzip

calibre &4bit - E-book Management
CamStudio 2.7

Capture Mx-D -

[ing| »

[ < Back ][ Insmllw [ Cancel ]

Step 6: After these steps, click on the Install button as above to start the installation process.



Installing
Please wait while PyCharm Community Edition is being installed.

Extract: commonsdang-2.6.jar

Show details

Completing PyCharm Community
Edition Setup

Your computer must be restarted in order to complete the
installation of PyCharm Community Edition. Do you want to
reboot now?

(71 Reboot now

i@ I want to manually reboot later

< Back |I Finish w\lir?| Cancel




Now, you have successfully installed PyCharm and Python both in your system.

Virtual Environment Setup:
e Create a new virtual environment for the application.

e Activate the virtual environment and install the required packages using pip.

5. Source Code and Models

Obtain the source code for query-efficient adversarial attacks against machine learning
models. The repository may include pre-trained models and scenario scripts. Found on
relevant repositories on platforms like GitHub.

6. Code Execution

Open Pycharm and then Python scripts to develop and execute the code. The workflow
includes:
Execution Steps:

® Preprocess the Dataset File

C:\Users\vikas\PycharmProjects\BODMAS\evasion-attacks—against-ml-based-malware-detectors\src\checkpoints\end2end\MalConv
-keras-master (1)\MalConv-keras-master>python3 preprocess.py file.csv

Preprocessing this may take a while ...

Finished 4y sec

Preprocessed data store in ../saved/preprocess_data.pkl

C:\Users\vikas\PycharmProjects\BODMAS\evasion-attacks—against-ml-based-malware-detectors\src\checkpoints\end2end\MalConv
-keras-master (1)\MalConv-keras-master>

e Perform the Prediction through the scenario 1

Scenario 1: Shared Training Data:

® |n this scenario, both the target detection model and the surrogate model have access
to the identical training dataset. They are trained on the same set of data samples,
allowing for a direct comparison of their performance and vulnerability to adversarial
attacks.



Project Filas

[ vikas

1 vikas

2

aloha.py
lightgbm.py
malconv.py

&

one.py
output.csv.py
padding.py

scenario-1.py
scenario-2.py
scenario-3.py
scenario-d.py

scenario-5.py

2 I TR T N N T N N

surrogate_model.py

*

target_model.py

51 wikne 7im
Services
¢ X @ Vo +

A Python
* Finished

one

e 0 e o

# scenario-4.py L+

& onepy

A scenario-2.py A scenario-3py scenario-5.py

import numpy as np

import pandas as pd

import tensorflow as tf

from tensorflow import keras

from sklearn.model_selection import train_test_split
from sklearn.preprocessing impart LabelEncoder

csv_path = r'C:\Users\vikas\PycharmProjects\BODMAS\evasion-attacks-against-nl

df = pd.read_csv(csv_path)

texts = df.iloc[:, 01.tolist()
labels = df.iloc[:, 1].tolist()

label_encoder = LabelEncoder()
encoded_labels = label_encoder.fit_transform(labels)

C

2/2 8s 32ms/step - accuracy: 1.0800 - loss: .0000e+08 - val_accuracy:
Epoch 4/5

2/2 8s 27ms/step - accuracy: 1.0800 - loss: 0.0000e+08 - val_accuracy:
Epoch §/5

2/2 s 27ms/step - accuracy: 1.0800 - loss: 0.0000e+08 - val_accuracy:

C:\Users\vikas\Py rmProjects\BODM vasion-attacks-against-ml-based-malware-detectors\sr

based-malware-detectors\data\benign_examples\file.csv'

1.0008 - val_loss: B.0000e+80

1.0000 - val_less: 0.0000e+80

1.0000 - val_loss: 0.0000e+00
\vikas\one.py:69: SyntaxWarning:

loss = tf.ker
1/1

losses.categorical _crossentropy(y, predictions)
8s 129ms/step - accuracy: 1.8000 - loss: 0.0000e+80

Process finished with exit code ©

In loss categorical_c

UTF-8 Python 3.11 (evasion-att...ed-malware-detectors) (2

Perform the Prediction through scenario 2.

Scenario 2: Partially Shared Training Data:

In this scenario, the target detection model and the surrogate model share only a portion
of their training data. While some data samples are common between the two models,
they also have distinct training data subsets. This introduces a degree of similarity and
divergence in their training experiences.

[ Project Filas A on & scenario-2.py A scenario-3 py @ scenario-4.py A scenario-5py fal
- [ vikas import numpy as np o1 1 w3
[ vikas import pandas as pd u
[ @ aiohapy import tensorflow as tf
& lightgbmpy from tensorflow import keras
& a from sklearn.model_selection import train_test_split
malconv.py
= from sklearn.preprocessing impart LabelEncoder
one.
o csv_path = r'C:\Users\vikas\PycharmProjects\BODHAS\evasion-attacks-against-nl-based-malware-detectors\data\benign_examples\file.csv’
# output.csv.py
df = pd.read_csv(csv_path)
 padding.py texts = df.iloc[:, 0].tolist()
@ scenario-1.py labels = df.iloc[:, 1].tolist()
# scenario-2.py label_encoder = LabelEncoder()
@ scenario-3.py encoded_labels = label_encoder.fit_transform(labels)
@ scenario-d.py
@ scenario-5.py texts_train, texts_test, labels_train, labels_test = train_test_split( * texts, encoded_labels, test_size=0.2, random_state=42)
# surrogate_model py
R num_classes = len(np.unigque(encoded_labels))
) vikae 7in
Services
t X |l® v + ]
& Python 1/1 s 45ms/step - accuracy: 1.0800 - loss: 0.0000e+08 - val_accuracy: 1.0008 - val_loss: 0.0000e+00 N
Epoch &/5
~ Finished
1/1 s 4éms/step - accuracy: 1.0000 - loss: 0.0000e+00 - val_accuracy: 1.0000 - val_loss: 0.0000e+00 v
scenario-2 Epoch 5/5 -
1/1 8s 45ms/step - accuracy: 1.0000 - loss: 0.0000e+00 - val_accuracy: 1.0000 - val_loss: 0.0000e+00 =

\Users\vikas\PycharmProjects\BODMAS\evasion-attacks-against-ml-hased-malware-detectors \vikas\scenario-2.py:71: SyntaxMarning:

In loss catego
loss = tf.keras.losses.categorical_crossentropy(y, predictions)
1/1 ————————— 85 118ms/step - accuracy: 1.0000 - loss: 0.0000e+00

e 0e @

Process finished with exit code O

UTF-8 Python 3.11 (evasion-att...ed-malware-detectors) (

e Perform the Prediction through scenario 3.

Scenario 3: Non-Shared Training Data:



Here, the target detection model and the surrogate model do not share any training data.
They are trained independently on entirely separate datasets. This scenario assesses the
transferability of adversarial attacks between models that have no common training ground.

3 Project Files & onepy & scenario-2.py A scenario-3.py @ scenario-4.py @ scenario-5.py fal
. [ vikas 1 inport numpy as np ©1 A4 413 ¥4
~) vikas impart pandas as pd =
2 & alohapy impart tensorflow as tf
) T from tensorflow import keras 7
& # malconv.py from sklearn.model_selection import train_test_split
from sklearn.preprocessing import LabelEncoder
& onepy
@ output.csv.py
# padding.py csv_path_target = Users\vikas\PycharmProjects\BODMAS\evasion-attacks-against-ml-based-malware-detectors\data\benign_examples\file.
# scenario-1.py csv_path_surrogate C:\Users\vikas\PycharmnProjects\BODMAS\evasion-attacks-against-ml-based-nalware-detectors\data\nalicious_examples
@ scenario-2.py
@ scenario-3.py df_target = pd.read_csv(csv_path_target)
A scenario-4.py df_surrogate = pd.read_csv(csv_path_surrogate)
# scenario-5py
@ surrogate_model py
@ target_model.py texts_target = df_target.ilec[:, 0].tolist()
1 vikae 7in
Services
¢ xleval+ D
& Python 1/1 ———————————— 85 4Bnms/step - accuracy: 1.8800 - loss: 0.0808e+B8 - val_accuracy: 1.0008 - val_loss: B.0800e+60
= Epoch 4/5
= * Finished
1/1 ————————————— 85 45ms/step - accuracy: 1.8800 - loss: 6.0808e+08 - val_accuracy: 1.0008 - val_loss: B.0800e+00 -
scenario-3
@ Epoch §/5
1/1 —————————————— 85 47ns/step - accuracy: 1.0800 - loss: 0.0800e+08 - val_accuracy: 1.0008 - val_loss: 0.0800e+00
® C:\Users\vikas\PycharnProjects\BODMAS\evasion-attacks-against-nl-hased-nalware-detectors\src\vikas\scenario-3.py:83: SyntaxWarning: In loss catego
loss = tf.keras.losses.categorical_crossentropy(y, predictions) =
- :
1/1 ————————— 0s 120ms/step - accuracy: 1.0000 - loss: 0.0000e+00
®©
Process finished with exit code O
i
D evasion-attacks-against-mi-based-malware-detectors > src > vikas > # scenario-3.py 1 UTF-8 4spaces Python 311 (evasion-att..ed-malware-detectors) (2)  of

® Perform the Prediction through the scenario 4

Scenario 4: Identical Model Architectures:

® In this scenario, both the target detection model and the surrogate model have the same
architectural design. They share the same model structure, making it a direct
architecture-to-architecture comparison.

rent File

3  Project Files & onepy & scenaric-2.py A scanario & scenario-4.py @ scenario-5.py fal
e [ vikas 1 import numpy as np o 4 14

~) vikas impart pandas as pd =
2 & alohapy impart tensorflow as tf

@ lightgbmapy from tensorflow import keras
& a from sklearn.model_selection import train_test_split

malconv.py
from sklearn.preprocessing import LabelEncoder

& onepy

A output.csv.py

# padding.py csv_path_target = r'C:\Users\vikas\PycharmProjects\BODMAS\evasion-attacks-against-nl-based-malware-detectors\data\benign_exanples\file

& scenario-1.py csv_path_surrogate = r'C:\lUsers\vikas\PycharmProjects\BODMAS\evasion-attacks-against-ml-based-nalware-detectors\data\nalicious_examples

@ scenario-2.py

@ scenario-3.py df_target = pd.read_csv(csv_path_target)

@ scenario-d.py df_surragate = pd.read_csv(csv_path_surrogate)

@ scenario-5.py

A surrogate_model.py

& target_modelpy texts_target = df_target.ilec[:, 6).tolist()

1 vikae 7in
Services
¢ X levo + >
& Python 1/1 ————— 85 47nms/step - accuracy: 1.0000 - loss: 0.0800e+00 - val_accuracy: 1.0000 - val_loss: B.0000e+00 R
< L Epoch 4/5
= C Finished
1/1 ————————— Bs 43ms/step - accuracy: 1.0000 - loss: 0.0000e+D8 - val_accuracy: 1.0000 - val_loss: 0.0000e+00 o
a sC -4
(=) snane Epoch 5/5 z
1/1 ————————— 8s 43ms/step - accuracy: 1.0000 - loss: 0.0000e+D8 - val_accuracy: : 0.0000e:00 EN

® C:\Users\vikas\PycharnProjects\BODMAS\evasion-attacks-against-nl-based-nalware-detector y:83: SyntaxWarning: In loss catego

loss = tf.keras.losses.categorical_crossentropy(y, predictians)
1/1 ————————————— 85 115ms/step - accuracy: 1.8000 - loss: 0.0000e+80

e P

Process finished with exit code O

11 CRLF UTF-8 4




e Perform the Prediction through scenario 5.

Scenario 5: Different Model Architectures:

® This scenario involves target and surrogate models with distinct architectural designs.
Examples of these architectures include MalConv. The comparison explores the impact
of varying model structures on adversarial attack transferability and effectiveness.

[ Project Filas & onepy & s 0-2 py A scenario @ scenario-4.py A seenario-5py fal
. [ vikas 1 import numpy as np o1 4 6 w4
[ vikas import pandas as pd -
5 @ aloha.py import tensorflow as tf
& lightgbm.py from tensorflow import keras
& & maiconvy from sklearn.model_selsction import train_test_split
& onepy from sklearn.preprocessing import LabelEncoder
import matplotlib.pyplot as plt
. output.csv.py
# padding.py " .
& scenario-1.py csv_path_target = r'C:\Users\vikas\PycharmPrajects\BODMAS\evasion-attacks-against-ml-based-m detectors\data\benign_examples\file
# scenario-2.py csv_path_surrogate = r'C:\Users\vikas\PycharmProjects\BODMAS\evasion-attacks-against-nl-based-malware-detectors\data\maliciovs examplé
@ scenario-3.py
@ scenario-d.py df_target = pd.read_csw(csv_path_target)
@ scenario-5.py df_surrogate = pd.read_csv(csv_path_surrogate)
@ surrogate_model py
# target_model.py — =
1 vikae 7in
Services
¢ X|levd + [«
& Python 1/1 ————————— 6s 47ms/step - accuracy: 1.0000 - loss: 0.0080e+68 - val_accuracy: 1.0000 - val_loss: 6,0008e+00 N
i Epoch 3/5
> Running
1/1 —————— 85 49ms/step - accuracy: 1.0000 - loss: 0.0000e+08 - val_accuracy: 1,0000 - val_loss: 0,0008e+00 ¢
@ scenario-5 Epoch 45 S
- 1/1 ———————— ps 4Sms/step - accuracy: 1.0000 - loss: 0.0000e+00 - val_accuracy: 1.0000 - val_loss: 0.0000e+00 ED
© Epoch 5/5 a
1/1 = s 44ms/step - accuracy: 1.0000 - loss: 0.0000e+08 - val_accuracy: 1.0000 - val_loss: 0.0008e+00 j.‘
C:\Users\vikas\PycharnProjects\BODMAS\evasio cks-against-ml-based-malware-detector: ¥:92: SyntaxWarning: In loss catego
© loss = tf.keras.losses.categorical_crossentrapy(y, predictions)
- 1/1 ——————————— 85 128ms/step - accuracy: 1.8000 - loss: 0.0600e+00
i

asion-attacks-against-mi-based-malware-detectors > sr vikas # scenario-5.p 1 CRLF  UTF-8

Python 3.11 (evasion-att

e Perform the Model Evaluation for all the methods.

% 3.py # scenario-4.py . scenario-5.py L
o1 74
Model Performance on Original and Adversarial Samples B |
I train_test_split
.abelEncoder
0.8
.. 06 Projects\BODMAS\evasion-attacks-against-ml-based-malware-detectors\data\benign_examples\f
8 tas\PycharmProjects\BODMAS\evasion-attacks-against-nl-based-malware-detectors\data\nalicious_example
3
< 0.4 irget)
1_surrogate)
0.2
0.0
Target Original Target Adversaridlurrogate Origifiairogate Adversarial
1.0000 - loss: 0.0000e+00 - val_accuracy: 1.0000 - val_loss: 0.0000e+00
- o
@« (' -) '*’Q;—' 1.0000 - loss: 0.0000e+00 - val_accuracy: 1.0000 - val_loss: 0.0000e+00
e Epoch 4/5
1/1 ————  0s 45ms/step - accuracy: 1.0000 - loss: 0.0000e+80 - val_accuracy: 1.0000 - val_loss: 0.0000e+60 v
Epoch 5/5
- val_accuracy:

1/1 Os 44ms/step - accuracy: 1.0000 - loss:

val_loss: 0.0000e+00
ts §

-
.py:92: SyntaxWarning: In loss catego

losses.categorical_crossentropy(y, pr

los
1/1 ——————————— 0s 128ms/step - accuracy: 1.6000 - loss: 0.0000e+60
r ased-m 3 A 8 4 r n-att mal 1 )



This manual serves as a comprehensive guide for configuring the installation of the required
software/tools for implementing query-efficient adversarial attacks against machine learning
models.

References

- Python: (https://www.python.org/)

-Pycharm community available at Download PyCharm: Python IDE for Professional
Developers by JetBrains.

- TensorFlow: [TensorFlow Installation Guide](https://www.tensorflow.org/install)
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