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Heterogenous Waste Detection using YOLO

Aliasgar Abdulhusain Wadhwanwala
x21236381

Abstract

The rapid expansion of industries, cities, and the world’s population has caused
a substantial surge in environmental damage, particularly in the form of waste
buildup. This research project tackles the pressing issue of waste pollution by har-
nessing sophisticated computer vision methods, particularly aiming to identify and
categorize diverse types of waste using the You Only Look Once (YOLO) algorithm,
in particular the eighth version, YOLOvS8 deep learning framework. Project’s over-
arching goal is to build powerful waste categorization system that can sift through
complex combinations of garbage, which will increase recycling efficacy and decrease
need for human labor. Examining YOLOv8’s mean average precision (mAP) on
varied dataset of trash items photographed in their native environment while taking
variety of environmental conditions into account is central to research subject. Re-
search also delves into how YOLOvVS stacks up against its forerunners, illuminating
its promise as a widespread, precise, effective alternative to labor-intensive manual
waste management techniques.There were 5 steps to construct reliable model, each
of involving tweaking model in turn as well as augmenting data at different levels.
A high mAP50 of 84.1%, overall precision of 93%, and recall of 68.7% were all indic-
ators of well-performing model following much iteration. The results and insights
from this research could change how we handle waste, impacting the environment,
public health, and the economy in a big way.

1 Introduction

A major reason for worry over environmental degradation is the rapid increase of industry,
urbanization, and the world’s population. Environmental degradation has reached crisis
proportions as a result of the world population’s frightening pace of expansion. India
generates more than 62MT of solid trash per year, as reported by [India-Today| (2019)).
Only 43 MT of this trash is really collected; around 11.9 MT passes through treatment,
and an astounding 31 MT ends up in landfills. on terms of public health, sustainability
of environment, and general well-being, the buildup of garbage items upon urban streets
creates substantial issues. Garbage accumulation in streets is growing concern due to the
fast-paced global urbanization. Discarded packaging, furniture, and electronics not only
detract from aesthetics yet exacerbate a host of environmental and social issues. There
are serious environmental consequences to littering roadways with trash. Especially dur-
ing times of severe rainfall, these items often make their way in drainage systems, leading
to backups and floods. Micro-plastics, which are formed as plastic trash breaks down, are
another threat to aquatic ecosystems and the water bodies in which they live. Discharge
of toxic compounds from improperly discarded electronics onto streets may contamin-
ate soil and groundwater, worsening environmental deterioration. Social and economic



effects of trash on roadways are significant as well. Uncleanliness and an unattractive
look hurt towns’ and areas’ reputations and discourage tourists. As a result, local com-
panies and people’s ability to make living could be negatively impacted by decrease in
revenue. Even though this is a major problem, there’s number of ways to combat trash
contamination. These methods include, as pointed out by Liu et al|(2018), elimination
of certain waste products, promotion of recyclable material use, and support of product
reuse. Improvements to network while transportation mechanism for waste from municip-
alities collection, as well as improved techniques of waste detection, classification, along
with recycling as proposed by [Beltrami and Bodin| (1974)), are essential for reducing waste
accumulation. Immediate results may be expected from putting suggested waste segrega-
tion system into action, as it will improve waste management by bringing production and
recycling rates into harmony. Thanks to recent developments in computer vision, deep
learning models are now a viable and very useful option. Deep learning allows computers
to learn from their experiences, as pointed out by [Delalleau and Bengio| (2011)). Accord-
ing to what |Najafabadi et al. (2015) found, deep learning involves a number of degrees
of abstraction as machine learning algorithms use several processing layers to understand
representation of the input. Deep learning algorithms learn to identify patterns and spot
new types of data by extrapolating from their inputs. By automating garbage identi-
fication and categorization tasks, deep neural networks may greatly improve recycling
efficiency while cutting down on human labor. One effective way to sort complex garbage
combinations is via a deep learning model, which may function as an effective initial
waste categorization system. In the latter phases of waste management, object detection
may also be used to find lost garbage. Although YOLO, DenseNet, ResNet, and SSD are
popular deep learning models, they aren’t best choice for garbage categorization tasks.
These models have relatively poor identification accuracy and speed due to numerous
and confusing characteristics of garbage. In order to make YOLOvVS, recently created
deep learning model, a popular, inexpensive, accurate, as well as effective alternative to
current manual waste management system, we will tune it in this work to attempt to
solve aforementioned flaws. Latest version of YOLO series, YOLOvVS, was built with
object detection in mind.

1.1 Research Question

The above research problem motivates the following research question:

e What is the mean average precision (mAP) achieved by YOLOvVS8 on a
diverse dataset of trash items photographed in their natural environ-
ment, taking into account factors such as various kinds of trash, various
lighting conditions, different backdrops, obstacles, and different sizes

e Does YOLOvVS perform better than its predecessors?

1.2 Structure of Report

e Section 1 - Introduction

A broad overview of the importance of trash segregation and how computer vision
might enhance it is provided in the introduction.

e Section 2 - Related Work



This work is related to research topic and its suggested solution since it provides
procedural overview of study which was necessary.

e Section 3 - Methodology

Technical Approach, a methodological strategy that breaks project into manage-
able, sequential steps.

e Section 4 - Results & Evaluation

All the experimentation performed will be critically evaluated in this section

e Section 5 - Conclusion & Future Work Insights that have been gained by this
research and possible recommendations that can help improve upon this research
will go in this section.

2 Related Work

Among many applications of machine learning and computer vision algorithms like CNN
is waste item identification, which seeks to recognize and classify various types of trash
in photographs. Its precise sorting and naming of trash items allows for more effective
recycling and disposal, two factors that contribute significantly to sustainable waste man-
agement and environmental protection. Garbage buildup in landfills may be mitigated in
part because of this. trash object detection’s automatic identification and categorization
skills provide significant benefits to firms that handle trash management and recycling.
The rapid and accurate identification of various waste types, including plastics, paper,
glass, and organic matter, facilitates the sorting and treatment of recyclable resources.
Therefore, the environmental effect of garbage disposal may be greatly reduced when a
higher proportion of trash is diverted away from landfills. It lets the CNN model adapt
over time, which boosts its accuracy. As additional images of trash are processed and
categorized, the system keeps working well and remains relevant regardless of changes in
garbage compositions and materials. By consistently improving the waste item identific-
ation system, we can guarantee that it will remain relevant and beneficial in sustainable
waste management practices.

2.1 Waste Object Detection using different Techniques

Recently, the phrase ”Smart City” is used often to promote improved prospects; yet, this
description does not cover all bases of what it means to be smart city. With climate
changing and landfills filling up, people are starting to realize necessity of waste manage-
ment, which has previously received little attention. Move to smart city status is driven
by attempts to maintain clean and orderly environment in face of rising urbanization,
according to Soni and Kandasamy| (2018). Research into smart bin system and eventual
realization of ”smart cities” are both made possible by technological innovations made
possible by IoT, cloud computing, big data, etc. Modern smart bin systems and tech-
nology that make them possible were covered, along with pros and cons of each. Smart
bin and Garbage Management System are building blocks of framework that was dis-
cussed in this study. This framework will be put into action in future and its efficacy will
be evaluated using test beds and simulations. Thus, optimizations to machine learning
algorithms were made to aid in this pursuit.



In a study by Sakr et al.| (2016)), CNNs revolutionized pattern recognition by automat-
ing feature learning, making them powerful for image tasks. Large labelled datasets and
GPU acceleration further boosted CNN success. Our research compared deep learning
and SVM for waste sorting. AlexNet achieved 83% accuracy, but SVM surpassed it with
94.8%. Implemented on a Raspberry Pi, the SVM sorted waste based on images only.
Drawbacks included a small training set and limited GPU memory (2GB), necessitating
image size reduction to 32x32. Future plans involve expanding the image dataset, ad-
dressing GPU limitations with a dedicated server featuring 2 Tesla GPUs (12GB each),
maintaining a 256x256 resolution with a batch size of 100 images. The implemented
model showed a low average execution time (0.1s) on a Raspberry Pi 3.

Yang and Thung (2016]) advocate for CNNs’ efficacy in trash material classification,
emphasizing the impact of hyperparameter tuning and dataset quality on accuracy. Con-
tinuously expanding datasets with new images is vital for substantial accuracy improve-
ments. Trash classification, facilitated by machine learning and computer vision, en-
countered challenges due to diverse data. To enhance system accuracy, a large and
continuously growing data source is imperative. They have suggested to extend the pro-
ject to identify and classify multiple objects in a single image or video, aiding recycling
facilities in processing streams of recycling. Additionally, multiple object detection and
classification aim to enhance large-scale recycling material categorization. The expansion
of the dataset, particularly in the trash class, and potential inclusion of more classes, is a
priority before eventual release. By using a machine learning strategy that makes use of a
Convolutional Neural Network (CNN), |[Hulyalkar et al.| (2018)) were able to automate the
sorting of waste items such as plastic, metal, paper, and glass with an accuracy of 84%.
The model’s effectiveness can be enhanced by expanding the image dataset, allowing it
to accurately classify a broader range of materials. The system’s application can extend
to fast-food chain restaurants, such as McDonald’s and Subway, where it can categorize
waste items like soda cans, plastic cups, tissue papers, and wrappers. To expedite waste
segregation, multiple robotic arms can replace servo motors, while image segmentation
and occlusion detection techniques can improve accuracy. Additionally, sensor integra-
tion in trash cans enables real-time monitoring of waste levels, enhancing overall system
efficiency.

Sejera et al. (2016) proposed an automated waste segregator addressing improper
recycling by segregating plastic bottles and tin cans at the source. However, its limita-
tions were evident as it couldn’t handle a broader range of waste materials, necessitating
advancements to incorporate biodegradable and non-biodegradable segregation. To re-
fine the system, they considered object resonant frequencies and introduced a method
of averaging the frequencies produced by the materials. Plastic bottles typically ranged
from 600Hz to 1700Hz, while tin cans fell between 1700Hz and 3000Hz. Despite some
frequency overlap, optimizing the cut-off frequency at 1700Hz improved system accur-
acy. The study showed enhanced accuracy, especially when a plastic bottle’s cap hit the
platform first, highlighting improvements in material detection compared to the initial
study.

Kulkarni and Raman| (2018) combined classification with Faster R-CNN as part of
hybrid transfer learning strategy for trash can item identification tasks. In this study, we
utilized the TrashNet dataset, which contains 400 annotated pictures for each of 6 waste
types (glass, plastic, paper, garbage, metal, and cardboard), for testing, validation, and
training purposes. They tried out different learning rates and measured the outcomes
using F'l-scores, recall, and accuracy. Cardboard category outperformed the others, with



F'1 score values of 0.98, 0.99 for recall, and 0.97 for accuracy. However, the hybrid training
approach, requiring two learning rates, presented challenges, and was deemed harder to
train. Their decision not to use GP-GANs was based on their potential to blur image
features and diminish performance. Fine-tuning Faster R-CNN with a learning rate of
0.0002 yielded satisfactory object detection results. This study discussed the possibility of
generating an ample dataset for training the model from scratch, and future experiments
included testing the model on real images of trash piles to assess its performance in
practical scenarios.

2.2 Object Detection using YOLO

Macasaet et al.| (2022) introduced a waste segregation study utilizing the Tiny-YOLOv3
model, achieving 88% accuracy in waste detection and 100% accuracy in classification.
However, the study’s limitation of only two classes raised concerns about potential ac-
curacy fluctuations with an increased class count. Recognizing constraints in traditional
models, researchers turned to hybrid models to address individual limitations. When it
came to trash detection, Tiny YOLOv3 was 88% accurate, whereas when it came to sort-
ing trash, it was flawless 100%. It is worth mentioning that system demonstrated flawless
performance with non-biodegradable garbage, achieving 100% accuracy, recall, and F1
score. On contrary hand, biodegradable waste showed perfect precision, 76% recall, and
86% F1 score. The detection and classification tasks had a macro-averaged recall of
88%, an accuracy of 100%, and F1 score of 9%, respectively. Detection of biodegradable
garbage in vast COCO dataset, which has 80 classes, presented some challenges, however.
To tackle this, researchers proposed updating pre-trained algorithm with more photos of
decaying produce to enhance its ability to recognize biodegradable trash. Enhancing
prototype with an Internet of Things monitoring system and sensors as proximity sensor
for efficient trash monitoring is on list of future additions. Other waste categories that
will be included include ordinary domestic garbage and peels.

Bochkovskiy et al.| (2020) noted that in order to forecast bounding boxes, YOLOv4
makes use of dimension clusters and anchor boxes. For purpose of determining data-
set’s bounding boxes prior to training, model uses K-means to produce nine clusters. By
combining 1*1 and 3*3 convolutional layers in sequential fashion, YOLOv4 improves ac-
curacy. In YOLOv4, unlike earlier versions, backbone among every convolutional layer is
Darknet-53, and CSP connections are added above it. Findings show that the model’s en-
hanced mAP is mostly due to this architectural change. Real-time efficiency of YOLOv4
remains high even after these improvements. While YOLOv4’s processing time is greater
than certain earlier models, it’s mostly because of extra CSP connection. The core of
YOLOvV4 is made up of concatenated convolutional layers which extract characteristics
from images, as pointed out by Redmon et al. (2016). A large number of parameters
are produced by model’s use of several convolutional layers with 512 and 1024 convolu-
tion filters. Storage use increases and detection performance decreases due to the big
parameter count. Hence, YOLOv4 could be inefficient and lead to increased computing
costs when used upon broad scale. Their model was easy to create and trained on whole
images with little computing overhead. In contrast to methods that rely on classifiers,
their model has been trained simultaneously using a loss function that connects directly
to detection performance.

When it comes to sorting construction trash, Zhou et al. (2023) suggested an im-
proved YOLOv5 model to tackle issues including tiny item recognition and inter-object



occlusions. Bricks, wood, stones, plastics, and 3046 other building debris images form
the basis of the model’s training dataset. By including fourth-scale feature fusion, a
shallow detection layer, CBAM, SimSPPF, YOLOv5 model is enhanced. Incorporating
CBAM and SimSPPF in backbone layer enhances YOLOv5H model’s capability to handle
mutual occlusions and capture characteristics of tiny objects. Both detection accuracy
and resilience are enhanced as a consequence. Adding shallow detection layer to ”Head”
and 4th-scale feature fusion to ”"Neck” both help with tiny item identification and solv-
ing inter-occlusion problems. In terms of detection accuracy, proposed YOLOv5 model
outperforms popular models such as Faster-RCNN, YOLOv3, YOLOv4, and YOLOv7,
reaching mAP of up to 94.8%. Upgraded YOLOv5 model’s efficacy and practicability in
intelligent construction waste sorting are supported by this validation. YOLOv5 model
is a great choice for fast and precise construction waste sorting because of its enhanced
characteristics, which boost its generalization capability and overall detection efficiency.

Lin| (2021)Lin (2021) presented YOLO-Green, new real-time object identification
model developed for garbage detection, to address the challenges that DNNs have while
trying to effectively and reliably identify blurry waste items. Fire module from SqueezeNet
was originally integrated into YOLOvV4 to produce YOLO-Green, which aimed to initially
minimize parameters and model size. YOLO-Green learned its ropes from a collection of
real-life garbage photos labeled with seven distinct solid waste categories. Amazing res-
ults were produced by YOLO-Green with just 100 epochs of training, comprising mAP of
78.04%, an FPS rate of 2.72, and small model size of 117 MB. With a smaller model size,
YOLO-Green achieved better accuracy and efficiency than other popular deep learning
models, including original YOLOv4. Although the findings are promising, it should be
mentioned that the dataset included pictures of rubbish objects shot against a white back-
drop in order to give every picture equal opportunity to be classified correctly. However,
this model may be utilized in comparable settings to train more advanced models.

Problem of feature pyramid output being unused in object recognition models for
optical remote sensing images was addressed by |Wan et al.| (2023). They presented
YOLO-HR method, which improves detecting impacts by recycling feature pyramid out-
put effectively, by combining multi-head approach with Hybrid Attention Module (MAB).
Quicker outcomes without sacrificing speed were the goals of this innovation. Using many
detection heads and recycling feature pyramid output, YOLO-HR algorithm, which is
a part of these YOLOvV5 network improvements, showed better detection capabilities.
Experiments showed that YOLO-HR maintained the previous detection speed despite
allowing higher number of down-sampling multiples, leading to quicker detection res-
ults compared to competing methods. Researchers want to further investigate YOLO
algorithm’s deployment and utilization of features in future work, expand these improve-
ments to additional object identification methods, and investigate varied feature reuse
methodologies.

Main issue started when garbage wasn’t segregated at source, which meant lot of it
ended up in landfills instead of recycling centers. Although they achieved great accuracy
in efficacy measures of their study area, there is paucity of dataset in their most recent
studies. Images of trash on white or uniform backgrounds are included in the dataset
that was previously utilized. That is what this study aims to solve by analyzing a dataset
containing photos of trash items collected in their natural environment. They may have
variety of lighting effects, be cluttered with various garbage things or non-waste objects,
and impede different paths.



3 Methodology

The approach used in this research is CRISP-DM. Among many processes that make up
CRISP-DM are following: gaining familiarity with business, data, preparation of data,
modeling, evaluation, and deployment. Data collection, preprocessing, data division, data
augmentation, modeling utilizing YOLOvVS architecture, and architectural assessment are
six main steps that show these processes. Figure [I| shows these components in action.

Data Collection

l

Resize Images % Creating ground truth image

Splitting Dataset

Training Data({80%) Validation Data(15%) Testing Data(5%)

h

Data Augmentation

h v

YOLOvE Model

l

Validation

h

Testing

h

Training

L

Architecture Evaluation

Figure 1: Methodology stages



3.1 Data Collection

The dataset used in this research has been sourced from Taco[] and Wang et al.| (2020)
which has then been combined with additional images that have been web scraped manu-
ally and uploaded on Kaggld?l The dataset consists of 3975 images with 59 subclasses
for different waste types which have been narrowed down to 8 classes, namely ’cigar-
ette butts’, ’electronics’, 'food waste’, ’glass’, 'metal’, 'paper’, 'plastic’ and 'waste’. The
images are in varying sizes where a major chunk of them is of 640x480 size. Initial an-
notation were there for segmentation which have then been used to create bounding boxes
annotation.

3.2 PreProcessing and Data Split

The dataset was reduced to a final dataset of 970 images which were further divided
into 849 training images and valid set consisted of 81 images and test set consisted of 40
images. The dataset has been split into training valid and test set by an approximate
ratio of 80:15:5 for this research. As the dataset consisted of images of varying size they
were all resized to a standard of 640 X 640 for uniformity.

3.3 Data Augmentation

Data augmentation was utilized once data was partitioned in training and testing sets..
Initially we made use of Roboflowf)] to augment images by using blur, grayscale etc.
This process focuses on enhancing the diversity of the training data, particularly to
address class imbalances within the images. In order to ensure that picture class data is
balanced, training data is going to undergo augmentation procedure. Rotation, flipping,
shearing, and brightness are augmentation procedures that shall be used in this study. A
simple rotation of picture by 90 degrees will exclude possibility of trash existing in any
orientation. Metamorphosing a picture horizontally and vertically achieves flip effect. As
an enhancement method, scaling allows us to arbitrarily choose smaller picture size from
an assortment of possible dimensions. This helped our model in being robust against
similar type of dataset.The effect of data augmentation can be seen in figure

3.4 Splitting Dataset

This project uses 849 images in the training set. After augmentation of images has been
completed, they are then processed for training and can be seen in figure [3] The classes
can be identified as 'Cigarette Butts = 0’, ’Electronics = 1’, 'Food Waste = 2’, 'Glass =
3’, 'Metal = 4’, 'Paper = 5, 'Plastic = 6’, "Waste = 7’

3.5 Modelling

Training and testing are both part of segmentation step. The process of building model
utilizing training data is known as training. Meanwhile, segmentation model’s efficacy
is evaluated during testing using previously built architecture as shown in figure |5 using
testing data. To carry out detection, YOLOvS8 architecture is used.

thttp:/ /tacodataset.org/
https://www.kaggle.com /datasets/aliasgarwadhwanwala/waste-objects-in-wild /data
3https://app.roboflow.com
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Figure 2: Images with and without Augmentation

Figure 3: Images after training has been completed

By removing limitations of previous YOLO versions, YOLOVS signifies giant leap for-
ward in object identification techniques. It constitutes most effective and exact object



Figure 4: Testing images after prediction

detection technologies now in utilize, and an eighth version in YOLO series. And be-
cause of its excellent scalability, YOLOv8 may be easily modified to work with a wide
range of hardware configurations, from ultra-low power devices to powerful desktop PCs.
Another major feature is its capacity for handling large datasets. Method is able to
learn several object classes and accomplish accurate object recognition, even in complex
images, by using hierarchical structure. The need of anchor boxes is also eliminated by
YOLOvVS’s anchor-free detection. Differentiating it from other object identification meth-
ods that depend mostly on bounding box regression, this feature increases its resilience
and decreases probability of false positives. A lower model size improves computational
overhead of YOLOvV8 method, which in turn improves its efficiency and quickness. In
addition, it improves the accuracy of object detection by using proprietary loss function
which combines several losses when training the network.

3.6 Model Building

In this research, we have made use of Google Colab to run our project. After the data
was split into 3 subsets of train, valid and test we have experimented with multiple
iterations with few hypereparameters. The study included eight steps in the process
of constructing the model. At first, dataset had been utilized to build baseline model,
without any augmentation. With batch size of 16, baseline model was given 50 epochs
to train at a learning rate of 0.001. In order to improve training quality, photos were
resized to 640 x 640 pixels. After hearing that SGD optimizer outperformed the Adam
optimizer, we followed their advice and applied it.

10



YOLOvV8 ® RangeKing

Backbone Head voLOv8Head

Backbone 2 Detect (Gxregmax |/ +DFL
[ Caf}
®3) i y m— (Conv } E’/’l — Detect

Loss
Details
model d depth._mltipl th_multple)
- ) 25 0
03 050 20
) o5 o1 15
k=1,5=1,p=0, ' 100 100 10
13 x 1.00 125 10
640x640x3
hewrc out Bottleneck
. : . , sorr conv
onv wx05c_out = L hawse _Conv .S, P,
CBaR 5 Split Conv k=1,5-1,p=0
MARED=cRout . k=3,5=1,p=1 |
w-05c ou
- + h=w=05¢ MaxPool2d Conva2d
320x320x64x1 | o o2
hew:05c out Bottleneck k=3,5=1,p=1
shortcut=7 e Wi MaxPool2d
@ 1 Thow<05c_out : |
TR 000 i
k=3,5=2,p=1 P2 lvmmen Bottleneck MaxPool2d BatchNorm2d
v — shortcut=False | hxw=cin
w05 ou ottlenec
160x160x128xw shortcut=?. k=3i"="‘j'p=‘ ot o
= hvagsc out Conv. SiLy
k=1,5=1,p=0
caf 2 | s=1.p
shortcut=True, n=3xd Concat
hew+05(n+2)c_out Detect anchorrree ) assigner: s AL
160x160x128 1 = { Conv [ - Comzd [ Bbox.
onv k=3,5=1,p=1 k=3,5=1,p=1 el
ke5npeo, 1 = Gl P Loss
cout
Conv 3 c2f ce o , Conv , Conv Convad [ as.
ko3, 502, p=1 = shortcut =2, n Jhewec.out k=3,51,p=1 k=3,5=1,p=1 = Loss
80x80x256x caf 15 80xB0x256x10
shortcut=False, n=3xd P3 Detect
[ 80x80x512xw
caf 4| 80x80x256xw J
shortcut=True, n=6xd Stride=8 (il _ e EO-E-eill
80xB0x256xw
16
80x80%256x Conv
. Upsample B k=3, 5=2, p=1 3
Conv 5 40x40x512xw 40x40x256xw
k=3,5=2, p=1 P4 |
C2f 12 40x40x512xw |
40x40X512 shortcut=False, n=3xd Concat 7
L T 40x40x512xwx(1+1) o
caf 6| 40x40x512x0 [ " 40x512xw
shortcut=True, n=6xd Stride=16 .
i caf 18| 40x40x512xw Detect
40x40x512xw shortcut=False, n=3xd P4 g
L 40x40x512xwxt
oy z 40x40x512
k=3,5=2,p=1 x40%512xw
L BS Upsample 10 |
| 20x20x512xwxr T Conv (2]
2f 8 k=3, 522, p=1
shortcut=True, n=3xd 20%20x512xwxr
20x20x5125w
20%20x512xwxr
- 20%20x512xwxr 20x20x512xw0xr -
SERF 2 stide-22 - Concat 20
20%20%5125xwx(1+1)
Note: caf 21]  20x20x512xw |
heightxwidthxchannel o e e b5 Detect
Backbone Head

Figure 5: YOLOvVS8 Architecture, visualisation made by GitHub user RangeKing

After this baseline model was created we then created additional models for 50 and
100 epochs with or without augmentation for Yolov8 and Yolovh for comparison. Initially
model building was done on a separate dataset with similar experimentation but there
was no significant difference between all 8 iterations performed.The model made use of
the following hyperparameters: batch size of 32, optimizer as Adam.

3.7 Architecture Evaluation

Our primary measure of choice for evaluating waste item identification model’s perform-
ance will be mAP, which is often employed in this context. mAP allows for an equitable
evaluation of different models by providing a complete single score that combines recall
and accuracy. mAP score is computed using [I} and efficacy levels of models are determ-
ined by comparing their mAP scores. We will also use Precision and Recall as a secondary
metric to further analyse our results as shown in equation [2| and

N
1 .
mAP = N ;1 APi (1)

TP
Precision = ————— 2
recision = oo (2)

11
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R@CCL” = m——m (3)

4 FEvaluation

This study utilized mAP as its model assessment measure. Majority of object detection
algorithms evaluate themselves using mAP and IoU (Intersection over Union). mAP is
a metric for evaluating a model’s object recognition and localization capabilities in a
given picture. To get mAP, we first average precision for every category before we take
mean. Put simply, mAP is calculated by averaging accuracy scores for all classes. Several
hyperparameter adjustments were made throughout training process of the model used
in this investigation. Over course of eight iterations, constructed model was assessed
for its performance. Baseline model is first stage of model and was constructed using
raw data alone, without any augmentation or sampling. After just one cycle, model
achieved a mAP of 74.1%, an overall Precision of 79.8%, and recall of 64.8%. Remaining
three iterations involved the use of 100 epochs without augmentation, 50 epochs with
augmentation and 100 epochs with augmentation. The mAP of these can be seen in
Table [[Similarly these 4 experiments were also performed on Yolovh model so a reasonable
comparison can be performed for analysis, which can be observed in Table [2|

Table 1: YOLOv® Results

W /o Augmentation | With Augmentation

Epochs 50 100 50 100

Model Model 1 | Model 2 | Model 3 | Model 4

mAP50 0.741 0.774 0.594 0.841
mAP50-95 0.544 0.555 0.406 0.557

Table 2: YOLOvS Results

W /o Augmentation | With Augmentation

Epochs 50 100 50 100

Model Model 5 | Model 6 | Model 7 | Model 8

mAP50 0.505 0.688 0.41 0.541
mAP50-95 0.338 0.491 0.212 0.328

It can be observed that in terms of mAP, including mAP50 and mAP50-95, Yolov8
performs significantly better than its predecessor for all iterations. Also model 4 can
be observed as the model with the highest mAP50 with respect to other models. This
model has been built using 100 epochs with augmentations being employed. The results
for model 4 can be referred to in Table [3]

4.1 Precision

The mean average precision (mAP) in YOLOvVS acts as a measure of how well it can
accurately find and pinpoint objects. With a precision rate of 93%, it means that ap-
proximately 93% of the predicted bounding boxes are correct. This showcases the model’s
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Table 3: YOLOv8(Model 4) Results

Class Precision | Recall | mAP50 | mAP50-95
All 0.93 0.687 | 0.841 0.557
Cigarette Butts 1 0.976 | 0.995 0.592
Electronics 1 0.979 0.995 0.764
Food Waste 0.865 0.444 0.638 0.434
Glass 0.938 0.72 0.83 0.602
Metal 1 0.825 | 0.965 0.684
Paper 0.789 0.316 | 0.668 0.35
Plastic 0.849 0.804 | 0.885 0.595
Waste 1 0.433 | 0.756 0.437

ability to accurately identify positive instances in its predictions. This can be observed
in the Figure [f] of Precision v/s Confidence curve.

Precision-Confidence Curve

—— Cigarette Butts
Electronics

—— Food Waste

—— Glass

—— Metal

—— Paper
Plastic

—— Waste

= all classes 1.00 at 0.861

Precision

0.0 0.2 0.4 0.6 0.8 1.0
Confidence

Figure 6: Precision v/s Confidence

Precision is a metric that measures the accuracy of positive predictions made by the
model, while confidence represents the level of certainty assigned by the model to its
predictions. When the model is very confident (confidence score of 0.861 or higher), all
its positive predictions are correct. This indicates that the model is reliable when it
expresses high confidence. However, care has to be taken when setting the confidence of
a model as there is a need of trade-off between precision and recall else it might lead to
missed detections.

4.2 Recall

A recall vs. confidence graph visually describes how well a model identifies positive
instances at different confidence levels. Recall measures the proportion of correctly iden-
tified positive instances. As observed in Figure [7 the model achieves a recall of 0.92
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Recall-Confidence Curve
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Figure 7: Recall v/s Confidence

at a confidence score of 0, implying that it was capable to identify a high proportion of
positive instances even when not very confident. However, at a confidence score of 1, its
recall drops to 0, suggesting it is overly cautious and missing some positive instances.
This indicates the importance of the trade-off required between precision and recall.

The trade-off between precision and recall can be observed in Figure [§ In the be-
ginning, the precision-recall curve decreases gradually as recall increases. This indicates
that the model is making more false positives to capture more positive instances. After
a certain point, precision decreases sharply while recall increases sharply. This means
the model is becoming less strict in its predictions, leading to more false positives but
also capturing almost all positive instances. The area under the curve, which represents
the overall model performance, is high (mAP50 = 0.841). This suggests that the model
effectively balances precision and recall, making it apt for detecting waste objects.

From the Figure [0 of Confusion Matrix, we can calculate the total accuracy of the
model. It is calculated as (TP + TN) / (TP + TN + FP + FN). In this case, the
accuracy is (1.00 + 1.00 + 0.36 + 0.20 + 0.04 + 0.31 + 0.04) / (1.00 + 1.00 + 0.08 +
0.05 + 0.12 + 0.12 + 0.89) = 0.84. This means that the model correctly predicts 84% of
the cases. We can observe that there are some areas where the model can be improved
by reducing the false negatives for 'Food Waste’ and 'Metal’ categories.

We can observe the previously stated accuracy in figure [ where it can be observed
successful prediction of metal, plastic, food waste and paper categories.

The graph in figure depicts the progress of model 4 throughout its training pro-
cess. It showcases several metrics, including bounding box loss, class loss, distance from
camera loss, precision, recall, and mean average precision (mAP). These metrics indicate
the model’s ability to accurately identify and locate waste objects in images. As the
training progresses, the loss metrics gradually decrease, while the precision, recall, and
mAP metrics steadily increase. This implies that the model improves its accuracy and
consistency in detecting waste objects. The final mAPs of 0.841 of mAP50 and 0.557 of
mAP50-95 represent the model’s effectiveness in detecting waste objects with both high
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Figure 10: Results of Model 4

5 Conclusion and Future Work

The research into identifying and locating heterogeneous waste objects in different en-
vironmental scenarios using YOLOvVS has produced reinforcing outcomes, demonstrating
the effectiveness of the model. The project’s objective on utilizing advanced computer
vision techniques to classify and detect waste aligns with the immediate requirement for
efficient waste management solutions amidst rapid urbanization, industrialization and
environmental degradation. The results highlight the potential of YOLOvVS as a feasible
and effective alternative to manual waste management methods, offering opportunities
to enhance waste recycling processes and reduce the impact on the environmental. The
successful assessment of YOLOvVS on a diverse dataset of waste objects observed in their
natural surroundings showcases its adaptability and robustness in real-world applications
when compared to previous versions such as YOLOv5. The project’s usage of the CRISP-
DM methodology has enabled a systematic and comprehensive approach, establishing the
foundation for future advancements in waste management practices through innovative
technological solutions.

Future investigations into the detection of heterogeneous waste utilizing the YOLOvS
framework can expand upon the present discoveries by exploring various avenues. To
improve the strength and adaptability of the model, it’s crucial to integrate a broader
and more varied dataset including waste objects in the wild. Moreover, conducting com-
prehensive experiments on the YOLOvVS architecture, incorporating advanced techniques
such as attention mechanisms or ensemble learning, holds the potential to further en-
hance the accuracy and speed of waste detection. Analyzing the potential of imple-
menting the YOLOv8 model in real-time waste management systems, in combination
with IoT monitoring systems and sensors, has the ability to enhance waste monitoring
and segregation. Additionally, it is imperative to evaluate the environmental and cost
implications of utilizing YOLOvS for waste detection in real-world scenarios. Collab-
orating with waste management organizations and stakeholders ensures alignment with
practical challenges and requirements. The successful integration of automated waste de-
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tection and management systemsz requires addressing ethical and social considerations,
including privacy and community acceptance. Overall, these future research directions
aim to advance waste management practices, promoting more efficient, sustainable, and
technology-driven solutions in environmental conservation and waste recycling.
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