
 
 

 
 
 
 

Configuration Manual 
 
 

 

MSc Research Project 

Data Analytics 

 

Caroline Vincent  
Student ID: x22153926 

 

 

School of Computing 

National College of Ireland 

 
 

 
 

 

 

 

Supervisor: Mr. Taimur Hafeez 

  



 
 

National College of Ireland 

 

MSc Project Submission Sheet 

 

School of Computing 

 

 

 

Student Name: 

 

Caroline Vincent 

 

Student ID: 

 

22153926 

 

Programme: 

 

MSc. Data Analytics 

 

Year: 

 

2023 

 

Module: 

 

Research in Computing 

 

Supervisor: 

 

Mr. Taimur Hafeez  

Submission 

Due Date: 

 

14/12/2023 

 

Project Title: 
 
Enhancing Urban Traffic Flow Management and Analysis through Deep 
learning Techniques 

Word Count: 

 

1420          Page Count   21 

 

I hereby certify that the information contained in this (my submission) is information 

pertaining to research I conducted for this project.  All information other than my own 

contribution will be fully referenced and listed in the relevant bibliography section at the 

rear of the project. 

ALL internet material must be referenced in the bibliography section.  Students are 

required to use the Referencing Standard specified in the report template. To use other 

author's written or electronic work is illegal (plagiarism) and may result in disciplinary 

action. 

 

Signature: 

 

Caroline Vincent 

 

Date: 

 

14/12/2023 

 

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 

 

Attach a completed copy of this sheet to each project (including multiple 

copies) 

□ 

Attach a Moodle submission receipt of the online project 

submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, 

both for your own reference and in case a project is lost or mislaid.  It is 

not sufficient to keep a copy on computer.   

□ 

 

Assignments that are submitted to the Programme Coordinator Office must be placed 

into the assignment box located outside the office. 

 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 
 

Configuration Manual 
 

Caroline Vincent 

x22153926 
 
 

1 Introduction 
 

This configuration manual directs the user to replicate the research project “Enhancing Urban 

Traffic Flow Management and Analysis through Deep learning Techniques”. The manual 

explains the storage, databases, hardware and software requirements, programming languages, 

and system setup used in the implementation of the research. 

 

2 System Configuration 

2.1 Storage 

Research Project’s data storage layer consists of CSV files as shown in Fig and a PostgreSQL 

database. For initial data entry and intermediate data storage, CSV files provide an adaptable 

and user-friendly format. An advanced open-source database system, PostgreSQL, ensures data 

integrity and supports sophisticated queries and transaction for more reliable and secure data 

management. 

                       
 

a) CSV storage       b) PostgreSQL storage 

 
Figure 1: Storage Specifications 

2.2 Hardware 

The research project is developed on a computer with the following specifications: 

 

 
 

Figure 2: Hardware Specifications 

 

These specifications offer an energy-efficient performance balance that is appropriate for data 

processing and analytical applications requiring compute. 
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2.3 Software 

The software components utilized in this project are: 

 

2.3.1 Operating System:  

 
 

Figure 3: Software Specifications 

 

2.3.2 Development Environment 

Python programming language is combined with Jupyter Notebook, also a range of python 

tools, including scikit-learn for deep leaning algorithms and evaluation metrics, pandas for data 

manipulation, TensorFlow for building deep learning models. 

 

  
 

a) Python version      b) jupyter files  

 

 
Figure 4: Development Specifications 

2.4 Database 

For this project, PostgreSQL is the preferred database management tool.  

 

Command Prompt: To directly run SQL commands and scripts in command-line interface. 

pgAdmin 4: A web-based platform which offers a graphical user interface for database 

development and administration tasks. 

 

In order to facilitate efficient data retrieval for project’s analytics and visualization layers, the 

database schema is created.  

  
 

Figure 5: Command Prompt DB 
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a) Connecting pgadmin 4 server   b) TrafficData database   c) Tables created 

 
Figure 6: pgAdmin 4  

 

3 Data Preparation and Pre-Processing 
 

The dataset used for the research is ethically sourced from the UK government website1.  The 

data from the year 2000 is available, for this study, data ranging from 2017 to 2021 comprising 

1,099,968 records. This dataset makes it possible to derive insightful information from raw 

traffic numbers. 

 
a) Data Preparation for Experiment 1    b) Data Preparation for Experiment 2 

 
c) Data Preparation for Experiment 3 

 

Figure 7: Data Preparation  

 
1 https://www.data.gov.uk/dataset/208c0e7b-353f-4e2d-8b7a-1a7118467acc/gb-road-traffic-counts 

https://www.data.gov.uk/dataset/208c0e7b-353f-4e2d-8b7a-1a7118467acc/gb-road-traffic-counts
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3.1 Data Preparation, Cleaning and Transformation 

The foundational phase of study entails considerable data preparation, cleaning, and 

transformation. In Experiment 1, using Pandas in Python for data cleaning (such as removing 

null values and irrelevant columns) and transformation (such as converting ‘Count_date’ to 

determine format and aggregating vehicle counts). In Experiment 2, null values are removed, 

and median values are imputed to missing data. Hourly column classified into peak and non-

peak periods. In order to investigate the impact of geography on traffic volume, experiment 3 

involved extensive data cleaning, median imputation for missing values, and the creation of 

new variables such as the distance to central London. The preparation, cleaning, and 

transformation of the data for three experiments are mentioned in the code artefacts .ipynb file. 

 

   
 

Figure 8: Data after cleaning & transformation for Experiment 1, 2 &3 
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4 Exploratory Data Analysis 
 

The data stored in PostgreSQL is read through create engine of sqlalchemy and Psycopg2 

package of python as shown in Figure 9 and stored in pandas’ data frame. 

 

   
 

Figure 9: Data from DB stored in pandas’ data frame for Experiment 1, 2 & 3 

4.1 Statistical Analysis  
 

Figure 10, Figure 11, and  Figure 12 represents the code for skewness and kurtosis before and 

after outlier removal.  
 

 
 

Figure 10 : Statistical Analysis for Experiment 1 
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Figure 11 : Statistical Analysis for Experiment 2 

 

 
 

Figure 12 : Statistical Analysis for Experiment 3 

 

5 Feature Selection 
 

After data stationarity check using dickey-fuller test, MinMaxScaler normalization is applied 

from sklearn.preprocessing to normalize the data. Using train test split of sklearn.model, the 

data is split into train and test set. The normalization, train-test split and reshape feature in the 

analysis are displayed in the code below. 

5.1 Feature Selection and Data Splitting – Experiment 1  
 

Traffic flow prediction based on the influence of vehicle shown in Figure 13. 

 
 

Figure 13: Feature Selection and Data Splitting Experiment 1 
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5.2 Feature Selection and Data Splitting – Experiment 2 
 

Traffic flow prediction based on the influence of hour of the day shown in Figure 14. 

 
Figure 14: Feature Selection and Data Splitting Experiment 2 

5.3 Feature Selection and Data Splitting – Experiment 3 
 

Traffic flow prediction based on the influence of geographical locations shown in Figure 15. 

 
 

Figure 15: Feature Selection and Data Splitting Experiment 3 
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6. Code for deep learning models 
 

The implementation of deep learning models is carried out using Keras and TensorFlow 

package of Python 3. LSTM, GRU, and CNN are the three models used in model building 

process to predict the traffic flow based on three different experiments (Coursera, n.d). Model 

building summary, model fitting using early stopping, and predictions on both train and test set 

code snippets are given below. 

6.1 Experiment 1 – LSTM 

LSTM model is applied to trained dataset, and models are predicted and evaluated for 

predicting traffic flow based on vehicles. 

 

 

                
 a) LSTM Model Summary 

 

 

 
 

b) LSTM Model Fit 

 

 
 

 
 

c) LSTM Model Prediction 

 
Figure 16: Deep Learning Model- LSTM Exp1 
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6.2 Experiment 1 – GRU 

GRU model is applied to trained dataset, and models are predicted and evaluated for predicting 

traffic flow based on vehicles. 

 

 

       
a) GRU Model Summary 

 

 

 
 

b) GRU Model Fit 

 

 
 

 
c) GRU Model Predict 

 

Figure 17: Deep Learning Model- GRU Exp1 

6.3 Experiment 1 – CNN 

CNN model is applied to trained dataset, and models are predicted and evaluated for predicting 

traffic flow based on vehicles. 

 



10 
 

 

 
a) CNN Model Summary 

 

 

 
 

b) CNN Model Fit 

 

  
 

c) CNN Model Prediction 

 

Figure 18: Deep Learning Model- CNN Exp1 

 

6.4 Experiment 2 – LSTM 

LSTM model is applied to trained dataset, and models are predicted and evaluated for 

predicting traffic flow based on hour of the day. 
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a) LSTM Model Summary 

 

 

 
 

b) LSTM Model Fit 

 

 

 
 

c) LSTM Model Prediction 

 

Figure 19: Deep Learning Model- LSTM Exp2 

6.5 Experiment 2 – GRU 

GRU model is applied to trained dataset, and models are predicted and evaluated for predicting 

traffic flow based on hour of the day. 
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a) GRU Model Summary 

 

 

 
 

 b) GRU Model Fit  

 

 

 
 

c) GRU Model Prediction 

 

Figure 20: Deep Learning Model- GRU Exp2 

6.6 Experiment 2 – CNN 

CNN model is applied to trained dataset, and models are predicted and evaluated for predicting 

traffic flow based on hour of the day. 
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a) CNN Model Summary 

 

 

 
 

b) CNN Model Fit 

 

 
 

c) CNN Model Prediction 

 

Figure 21: Deep Learning Model- CNN Exp2 

6.7 Experiment 3 – LSTM 

LSTM model is applied to trained dataset, and models are predicted and evaluated for 

predicting traffic flow based on geographical location. 
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a) LSTM Model Summary 

 

 

 
 

b) CNN Model Fit 

 

 
 

c) LSTM Model Prediction 

 
Figure 22: Deep Learning Model- LSTM Exp3 

6.8 Experiment 3 – GRU 

GRU model is applied to trained dataset, and models are predicted and evaluated for predicting 

traffic flow based on geographical location. 
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a) GRU Model Summary 

 

 

 
 

b) GRU Model Fit 

 

 

 
 

c) GRU Model Prediction 

 

       Figure 23: Deep Learning Model- GRU Exp3 

6.9 Experiment 3 – CNN 

CNN model is applied to trained dataset, and models are predicted and evaluated for predicting 

traffic flow based on geographical location. 
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a) CNN Model Summary 

 

 

 
 

b) CNN Model Fit 

 

  
 

c) CNN Model Prediction 

 

      Figure 24: Deep Learning Model- CNN Exp3 

 

7  Evaluation Output 
 

Finally, the models are evaluated using RMSE, MSE, MAE, and R squared values from 

sklean.metrics. Additionally, to check whether model is an overfit or underfit or perfect fit, 

training and validation loss is plotted against number of epochs. 
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7.1 Experiment 1 – Evaluation Code Snippet 
 

  
 

                 a) Evaluation Metrics LSTM   b) Evaluation Metrics GRU 

 

 
 

c) Evaluation Metrics CNN 
 

Figure 25: Evaluation code for Experiment 1 
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                                                a) Loss Vs Epochs LSTM    b) Loss Vs Epochs GRU 

 
c) Loss Vs Epochs CNN 

 

Figure 26: Loss Vs Epoch for Experiment 1 

 

7.2 Experiment 2 - Evaluation Code Snippet 

 

 
 

                 a) Evaluation Metrics LSTM   b) Evaluation Metrics GRU 
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c) Evaluation Metrics CNN 

 

Figure 27: Evaluation code for Experiment 2 
 

 
 

        a) Loss Vs Epochs LSTM     b) Loss Vs Epochs GRU 

 

 
              C) Loss Vs Epochs CNN 

 

Figure 28: Loss Vs Epoch for Experiment 2 
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7.3  Experiment 3 - Evaluation Code Snippet 

 

 
 

                 a) Evaluation Metrics LSTM   b) Evaluation Metrics GRU 

 

 
 

c) Evaluation Metrics CNN 

 

Figure 29:  Evaluation code for Experiment 3 
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        a) Loss Vs Epochs LSTM     b) Loss Vs Epochs GRU 

 

 
c) Loss Vs Epochs CNN 

 

Figure 30: Loss Vs Epoch for Experiment 2 
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