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1 Introduction 

The research project is on “Effects of Carbon Dioxide (CO2) Emissions on People's Death 
and global warming”. Global warming is contributed to by the carbon dioxide levels in the 

atmosphere, which trap heat and contribute to rising temperatures and climate change. The 

effects of this warming, such as worsening heat illnesses and extreme weather events with a 

global impact, are threatening human health. To predict the future, of death rate due to 

pollution risk, increase in temperature anomalies every month and the emission of carbon 
dioxide(CO2) models like LSTM, ARIMA, Random Forest, XGBoost, Linear Regression 

and ANN were employed. This handbook deals with the major configurations that have been 

completed as a result of this forecasting effort. All information about the system settings and 

a few of the programs used for this study is contained in it. In the following section, you can 
see and discuss the program code. 

 

2 System Requirement 

The project was completed and carried out on a laptop that fulfilled the following 

specifications: 
 

 
Figure 1: System Configuration 
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3 Software’s Required: 
The fundamental programming language for running the models and retrieving their results 
is Python. The well-known Anaconda utility has provided Python. The creation of the model 
and visualization of this graph was done using Excel and Lucidchart. 

 

 

Figure 2: Python Version 

 

 

Figure 3: Jupiter Version 

 

 

4 Data preparation and Feature selection 

 
4.1 Importing the Dataset 

The Carbon dioxide data was collected from the ourworldindata.org which contains the 
record of CO2 emissions of all continents and countries from the year 1949 to 2021. The 
death rate record was collected from Kaggle.com. Which has all the continents and 
countries records from 1990 to 2019. The global anomalies data was collected from 
data.world that has the temperature anomalies data from 1880 to 2020. The below figure 
shows the loading of three data in the Python code. 

 

Figure 4: Loading of temperature anomalies data 
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Figure 5: Loading of CO2 emission data 

 

 

4.2 Required Libraries 

Figure 6: Loading of death rate data 

 

 
 

Figure 6: Libraries required to implement the models 

 

The above libraries are important in implementing the models such as Random Forest, 

XGBoost, Linear Regression and ANN(Artifical nueral networks) to predict the death rate 

due to pollution and the mean_squared_error and mean_absolute_error are helpful in finding 

the accuracy of all the models including LSTM and ARIMA. 

 

4.3 Data Preprocessing and Transforming the Data 
 

Preprocessing for the prediction of Death rate: 
The Carbon dioxide(CO2) and the death rate data were combined for the 

prediction of the death rate due to pollution. 
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Figure 6: Death count due to pollution risk 

 

 

Figure 7: CO2 emission data 
 

Figure 8: Combined data of CO2 and death rate 



5  

 

 

Figure 9: Each Country had 30 records when combined 

 

Preprocessing for the prediction of CO2 emission: 
From the CO2 data only the continents were filtered from the dataset and on each 
continent LSTM and ARIMA model was applied. 

 
 

Figure 10: Separating the continent's record from the dataset 

 

 

 

Figure 11: The null values were checked in the dataset 

 

Preprocessing for the prediction of temperature anomalies: 
For the prediction of temperature anomalies, all the month's data was set in a single 
row, and the year was converted to date and time format, and the seasonality, 
trends, and residuals were checked in the dataset. 
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Figure 11: Seasonality, trend, and Residuals check in temperature anomalies data 

4.3 Feature Selection and Splitting the Data 

Splitting of Death rate data: 
Splitting of death rate data into training and testing, 80 percent of data was 

taken as training and 20 percent for testing. 
 

Figure 12: Splitting of Death rate data 

 

Splitting of temperature anomalies data: 
Splitting of temperature anomalies data into training and testing. 

 
 

Figure 13: Splitting of temperature anomalies data 

 

Splitting of CO2 emission data: 
Splitting of CO2 emission data into training and testing for LSTM, 80 percent 

of data was taken as training and 20 percent for testing. 
 

Figure 14: Splitting of CO2 emission data for LSTM 
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Splitting of CO2 emission data into training and testing for ARIMA, 80 percent 
of data was taken as training and 20 percent for testing. 

 

Figure 15: Splitting of CO2 emission data for ARIMA 

 

5 Implementation and evaluation of data: 
After that, the ARIMA and auto ARIMA models were trained using the training set 

of temperature anomalies. The best fit for (p,d,q) achieved using auto ARIMA is (2,1,1). 
 

Figure 16: Using auto ARIMA, the best fit for temperature anomalies data was found. 

 

The training set data for pollution-related death rate prediction was trained using Random 

Forest, Linear Regression, XGBoost, and ANN (Artificial neural network). 
 

Figure 17: The model function were set in an array 
 

Figure 18: A pipeline was attached to the array. 

 
 

Figure 19: Every model was trained with the training set 
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Figure 20: ANN (Artificial neural network) was used to train the training set data. 

The training set data for CO2 emission prediction was trained using LSTM and ARIMA for 

all continents. 

 
Figure 21: All of the continent's CO2 emission training set data were trained using the LSTM in a function code 

 
Figure 22: All of the continent's CO2 emission training set data were trained using the auto ARIMA in a 

function code 

 
 

Figure 23: Call this function to plot the anticipated graph and predict temperature anomalies. 

 

Figure 24: This line of ARIMA code forecasted the CO2 emissions of all continents. 

 
 

Figure 25: This LSTM code line projected the CO2 emissions of all continents. 

 
Figure 26: The above code was used to predict the Random Forest, XGBoost, and Linear Regression in a 

function for predicting pollution-related death rates. 
 

6 Results 
Comparison of ARIMA and LSTM for CO2 emission prediction: 

For all continents, the ARIMA model was applied in four ways: one was by using 

only ARIMA by taking AutoRegressive, Integration, and Moving Average as(p,d,q) (1,1,1), 

the second was by using autoregression technique, which helps in finding the best 

combination of (p,d,q), the third was by using Square root transformation and auto ARIMA, 

and the fourth was by using Log transformation and auto ARIMA. 

 

The results obtained in Africa using these four methodologies is given below: 
Algorithms Mean Squared error Mean Absolute error Root Mean Squared 

error 
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ARIMA for Africa 290531760.331297 1.2051250316340288e+17 347149107.9686118 

Auto ARIMA for Africa 339259433.9861032 1.628588964059672e+17 403557798.09832346 

Auto ARIMA with Log 

transformation for Africa 
5435814095.230929 8.273068665910785e+19 9095641080.160751 

Auto ARIMA with 

square transformation for 

Africa 

211195072.87397638 5.634386201854745e+16 237368620.54312792 

 

Here, we can see that auto ARIMA with square transformation produces superior results than 

previous methods of implementing ARIMA, with mean squared error 211195072.87397638, 

mean absolute error 5.634386201854745e+16, and root mean squared error 

237368620.54312792. 
 

Figure 27: This graph compares anticipated CO2 emission data to real data for Africa using auto ARIMA with 

square transformation.References 

 

When comparing findings in North America, it appears to be the same as in Africa, where the 

results were better when ARIMA employed square transformation and auto ARIMA. 
 

Algorithms Mean Squared error Mean Absolute error Root Mean Squared 

error 

ARIMA for North 

America 

2160261185.587062 5.33167749227389e+18 2309042548.8227563 

Auto ARIMA for North 

America 

651150994.9901432 5.2449058358417197e+17 724217221.270091 

Auto ARIMA with Log 

transformation for North 

America 

5435814095.230929 8.273068665910785e+19 9095641080.160751 

Auto ARIMA with 

square transformation for 
North America 

662676064.6131425 1.016603949809434e+18 1008267796.6737974 
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Figure 28: This graph compares anticipated CO2 emission data to actual data for North America using auto 

ARIMA with square transformation. 
 

Similarly, when auto ARIMA and square transformation were used, all of the continent's 

CO2 emission projections performed better. Root Mean Squared errors across South 

America, Europe, Australia, and Asia were 84789367.91980399, 5681130173.117291, 

38456109.359867394, and 6173500177.719932. 

 

When compared to ARIMA, LSTM produced better results. The accuracy was enhanced 

when log transformation was applied to it in LSTM. The first technique was to apply LSTM 

without any transformation and put a single layer with 100 epochs, and the second method 

was to apply log transformation with two layers and 70 epochs. The output of LSTM with log 

transformation is shown below. 
 

Algorithm Mean Squared error Mean Absolute error R-squared value 

LSTM for Asia 2.3564833517148513 0.6000155924906578 0.9746838822849571 

LSTM for Europe 0.01053538793285718 0.08264950142925974 0.9978587510632275 

LSTM for North 
America 

0.6503821173554817 0.4458126905330167 0.9874727276998669 

LSTM for South 

America 

0.6075929142721977 0.2716939328707382 0.9928710565032028 

LSTM for Africa 0.5921187680114269 0.2607452187040052 0.9930747222830251 

LSTM for Australia 0.954941086802987 0.2783716062941217 0.9870752854723714 

 

Figure 29: This graph compares predicted CO2 emission data to real data for Asia using LSTM with Log 

transformation. 
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The rest of the continents' graphs were similar to Asia's near the real CO2 emission 

line. When ARIMA and LSTM are compared, the LSTM model produces more accurate 

findings than the ARIMA model. 

 

Comparison of Random Forest, XGBoost, Linear Regression, and ANN for the prediction of 

the death rate due to carbon dioxide: 

When it comes to predicting death rates, Random Forest and XGBoost appear to 

outperform the other two strategies. 

 

 
Algorithms 

Mean Squared error Mean Absolute error Root Mean Squared 

error 

R-squared 

Random forest 21037563.003558323 1279.533198156811 4586.672323543325 0.9998861755993983 

Linear 

Regression 

28877181370.73155 45615.532187226316 169932.87313151493 0.8437590960495704 

XGBoost 54954612.266509205 3149.0177540620844 7413.137815156899 0.9997026663306735 

ANN 3.9506031747132114e+18 287576743.4249185 1987612430.7100747 -0.02135105080151889 

 

 

Figure 30: Prediction graph of Random forest Figure31:Predicted graph of XGBoost 

 
 

Results obtained when ARIMA was applied to predict the temperature anomalies: 

ARIMA was used to predict temperature anomalies in two ways: without auto ARIMA 

and with auto ARIMA. ARIMA (1,1,1) was used for AutoRegressive, Integration, and 

Moving Average in ARIMA. When using auto ARIMA, the optimum fit was found to be 

(2,1,1) for AutoRegressive, Integration, and Moving Average. 
 

Algorithm Mean Squared error Mean Absolute error Root Mean Squared 
error 

ARIMA 0.13033416212658233 0.02503972779973708 0.15823946347146492 

Auto ARIMA 0.11554501319511012 0.0194171273999903 0.13934535299029638 
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Figure32: The above graph shows the prediction of temperature anomalies using Auto ARIMA 
 

The outcome is better when auto ARIMA is used by identifying the best fit as (2,1,1), as 

shown in the above table with mean Squared error 0.11554501319511012, mean Absolute 

error 0.0194171273999903, and root mean Squared error 0.13934535299029638. 

 
 

Reference: 

 
https://ourworldindata.org/co2-emissions 

 

 

https://www.kaggle.com/code/abmsayem/impact-of-air-pollution-on-human- 

health/input 

 

https://data.world/makeovermonday/2021w3 

https://ourworldindata.org/co2-emissions
https://www.kaggle.com/code/abmsayem/impact-of-air-pollution-on-human-health/input
https://www.kaggle.com/code/abmsayem/impact-of-air-pollution-on-human-health/input
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