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Configuration Manual

Ram Abhilash Vasamsetti
x22117491

1 Introduction

This Configuration Manual describes the hardware and software requirements and neces-
sary configurations utilized in the research project ”Using Time Series Predictive Models
for Early Detection of Gambling Addiction in Problem Gamblers”

The manual is divided into 4 main sections. Section 2 gives the overview of the
Research project. The section 3 highlights the Hardware and Software Prerequisites.
The next Section 4 elaborates the implementation requirements where necessary libraries
are discussed. The section 5 gives as overview of the dataset and its import. Section 6
briefs about the models and any necessary configurations.

2 Research Overview

This research project focuses on using Time series predictive models such as ARIMA,
SARIMA and LSTM to forecast the future betting patterns of Problem Gamblers, Thereby
detecting Gambling Addiction. The work uses K means clustering for detection of prob-
lem gamblers and forecasting models to predict their future betting patterns.

3 System Prerequisites

3.1 Hardware Prerequisites

The implementation is carried on the windows system with the following configuration :

Processor Intel(R) Core(TM) i5-7300HQ CPU @ 2.50GHz 2.50 GHz
Installed RAM 16.0 GB (15.9 GB usable)
System type 64-bit operating system, x64-based processor

Table 1: Operating System configuration

3.2 Software Prerequisites

Jupyter Notebook from Anaconda with Python Version: 3.11.3 has been for the imple-
mentation for this Research project.
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4 Implementation Requirements

The Fig. 1 presents all the python libraries used in the research project. Any libraries
missing in the machine are installed via the command ”pip install [library name]”.

Figure 1: Required Libraries for implementation

5 Dataset

5.1 Dataset Source

The dataset have been obtained from the Transparency Project. A Harvard Medical
university initiative for encouraging research of Addictions (Division on Addiction; 2021).
The dataset used has been contributed to The Transparency Project via (Gray et al.;
2012) research on Responsible Gambling. The folder contains 5 files as in Table 2

Raw Datset I.Demographics Gray LaPlante PAB 2012.dat
Raw Datset II.Daily aggregates Gray LaPlante PAB 2012.dat

Raw Datset III.Responsible gambling details Gray LaPlante PAB 2012.dat
CodeBook for Gray LaPlante PAB 2012 (Variable Definitions )

AnalyticDataset Gray LaPlante PAB 2012.dat (Not Used for this Research )

Table 2: Data Source Contents

Out of all the dataset source files, Only Raw Dataset I ( Demographic Information),
Raw Dataset II ( Daily Aggregates ) and Raw Dataset III ( Responsible Gambling details)
are imported into the dataframes. The CodeBook file contains the legend and column
definitions for each dataset used. The Analytics Dataset is a comprehensive dataset
collected by the primary researcher. As per the research objectives, dedicated analytics
have been performed in the data gathering and transformation phase and, thus, this file
has not been used.
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5.2 Dataset Import

The code as indicated in Fig. 2 is used with delimiter as \t . All the three raw datasets
are imported. The path of the datasets need to be specified as mentioned in Fig. 2
where datasets are stored in a folder called [dataset]. Please ensure the datasets are not
tampered by manually copy pasting the data.

Figure 2: Code for importing datasets to the project

5.3 Merging of Dataset

The datasets upon minor transformations on datetime, are merged to simplify the data
relation. The Fig. 3 shows the final merged dataframe contaning all three dataframes.
Tthe product type ==’2’ indicates casino games from the codebook. This parameter can
be changed to identify forecasts in other games played by different user.

Figure 3: Code for merging datasets

5.4 Feature Selection

The features are checked for correlation and highly correlated items are dropped by
picking only the low correlated columns in the K - means clustering. The Fig. 4 shows
the correlated columns. More columns can be dropped to find optimal features for the
project (BUYRUKOĞLU and AKBAŞ; 2022). This paper has only excluded columns
which are highly correlated.
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Figure 4: Heatmap for merged Dataset

6 Model Fitting

4 models have been used in total for the research project. Configurations for each model
are given below.

6.1 K - Means Clustering

K - means clustering in the Fig. 5 require the data to be pivoted and features added as
layers to 3d dataframe (Kobylin and Lyashenko; 2020). All the low correlated columns
are passed through the [user data 3d] column. This values can be configured as per need.
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Figure 5: K - Means Clustering Elbow method code

The optimal K value is set as 3 using Elbow method as shows in the Fig. 6. This can
be configured as per requirement if better K value is found for different game type apart
from ”2”.

Figure 6: K - Means Clustering Model

Cluster Labels can be configured based on Cluster Analysis done on the mean hold
and turnover as in Fig. 7.
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Figure 7: K - Means Clustering Label code

After Cluster Analysis. The moderate cluster user id need to be populated in the
variable shown in Fig. 8.

Figure 8: K - Means Moderate players config.

6.2 ARIMA/ SARIMA

Before Fitting into ARIMA/ SARIMA models the moderate cluster id needs to be se-
gregated into stationary and non stationary (Franses; 1991). For this ADF test is being
used. The threshold can be configured as in Fig. 9. A confidence interval of 0.05 is being
used as default to reject the null hypothesis.

the [is stationary df] is a df which stores the results of ADF test and is used to
segregate into ARIMA/ SARIMA or LSTM model data input.

Both ARIMA and SARIMA models in Fig. 10 and 11 are implemented over a loop
for each user. Thus both models are coded in the same loop for efficiency. SARIMA
model is implemented using SARIMAX. It is SARIMA model with exogenous factors.
The ARIMA/SARIMAX parameters can be configures based on seasonality and repetitive
trends identified in the manual examination of the usage plot (Kumar Dubey et al.; 2021).

6.3 LSTM

LSTM model is used at the last and is implemented for non stationray datapoints (Kumar
Dubey et al.; 2021). The Hyperparameter tuning section in the Fig. 12 is commented out
intentionally to save time. It can be un-commented and be used only if there is change in
the dataset. The LSTM model has already undergone hyper parameter tuning and the
results are commented for reference as can be seen in the Fig. 13. The best parameters
obtained are directly used in the LSTM implementation over a loop to forecast for each
user as seen in Fig. 14.
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Figure 9: Stationarity Test

Figure 10: ARIMA Model
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Figure 11: SARIMA Model

Figure 12: Hyperparameter Tuning

Figure 13: Results of Hyperparameter Tuning saved in comments to reduce computation
time
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Figure 14: LSTM model
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