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x21235091 

1 Introduction 

The configuration manual serves as an essential guide, providing a detailed walkthrough 

for the proper execution of the Multimodal Stress Analysis project. It encompasses step-

by-step procedures and crucial information about system requirements, software 

specifications, and library versions necessary for the successful implementation of the 

project. Following this manual meticulously ensures a smooth setup and execution, 

allowing users to delve into the intricate process of analyzing stress across multiple 
modalities seamlessly. 

2 Hardware Specifications 

In this section, the hardware specifications of the local machine are described. 

2.1 Hardware Specification of the Local Machine 

 

                          



 

Figure 1: System Summary 

The above Figure 1 details the Hardware specifications of the local machine to 
implement or execute the project. 

 

 

Figure 2: Hardware and Device Information 

The above Figure 2 shows describes the device specification and Windows 
specification of the local machine. 

3 Software tools required to run/execute the project. 

The applications used to implement or complete the project are mentioned below: 

• Anaconda navigator 2.5.0 

• Jupiter Notebook version 6.5.4 



 

• Python was used as a programming language.  

• TensorFlow 2.14.0 

• Sklearn 1.3.2  

4 Python Libraries were used. 

 

                         Figure 3: Importing libraries for text model. 

 

                           Figure 3: Importing libraries for an audio model. 

 

                          Figure 4: Importing libraries for an image model. 



 

 

                  Figure 5: Importing libraries for a Late Fused model. 

The above figure shows the description of the Python libraries we have used while 
implementing Text, Audio, Image, and Late Fusion models. 

6 Datasets used in the project. 

Dataset 1 - The sentiment140 dataset is used for the Text Model, It contains 1,600,000 
tweets extracted using the Twitter API. 

Dataset 2 - Facial Expressions Training Data is used for the Image Model 
implementation, This data set is based on Affect Net-HQ, Affect Net is a large database 
of faces labeled by "affects" 

Dataset 3 - RAVDESS Emotional speech audio data set is used for implementing the 
Audio model. This portion of the RAVDESS contains 1440 files The RAVDESS contains 
24 professional actors (12 female, 12 male), vocalizing two lexically matched 
statements in a neutral North American accent. Speech emotions include calm, happy, 
sad, angry, fearful, surprised, and disgusted expressions. 

So, in this section, we have discussed the three data sets we have used for the 
Multimodal Stress Analysis project. 

7 Code Snippets 

In this section, important code snippets from the Text, Audio, Image, and Late Fusion 
models we have implemented will be discussed. 

7.1 Text Model Implementation 



 

 

                                      Fig 6: Represents the Mapping function. 

After loading the text data set we applied the mapping function to the data to add the 

stress levels column in the dataset. 

 

                                      Figure 7: Important preprocessing steps 



 

In figure 7 we can see the most important preprocessing steps we have we have done 

before building the model. 

 

                                   Figure 8: Model building 

In the above code snippet we can see the code for implementing the Logistic Regression 

model and also the classification report of the model.  

 

                           Figure 9: Saving the Logistic Regression model 

Here, we have saved the model to use in the future for the Late Fusion Model 

7.2 Audio Model Implementation 

 

            Figure 10: Function to load the Audio dataset. 



 

Using the above function we have successfully loaded the Audio dataset. 

 

                      Figure 11: Mapping the stress levels.  

Then using the above function we have mapped the stress levels in the dataset. 

 

                              Figure 12: Function to extract the features. 

Using the above function we can extract the audio features from the audio data set. 



 

 

                Figure 13: The important preprocessing steps before implementing the model. 

 

                       Figure 14: CNN Model implementation.  

The above code is used for model implementation. 

 

                              Figure 15: Model prediction on test data. 



 

 

                           Figure 16: saving the model. 

7.3 Image Model Implementation 

 

                         Figure 17: Loading the image dataset 

 

                         Figure 18: Mapping the stress levels. 



 

 

       Figure 19: Important preprocessing steps before implementing the model. 

 

                     Figure 20: EfficientnetBO Model implementation. 



 

 

 

 

                              Figure 21: Model prediction on test data. 

 

                Figure 22: Saving the model for using later for the late fusion model. 

 

7.4 Late Fusion Model Implementation 

 

                  Figure 23: Loading the Text, Audio, and  image Models. 



 

 

                                   Figure 23: Late Fusion model implementation. 

 

                          Figure 24: Classification report of late fusion model. 

 


