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Deep Learning Models 
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X21235091  
 

 

Abstract 

The current field of stress analysis demands sophisticated diagnostic systems for 

accurate assessments, particularly in cardiovascular health. Traditional methods, like 

Echocardiography (ECG), are often considered time-consuming and require specialized 

knowledge. This project is a pioneering effort to transform stress analysis by integrating 

audio, text, and image datasets. The goal is to create a comprehensive framework that 

can help healthcare professionals, regardless of their specialization, in making swift and 

accurate stress-related diagnoses. Our approach is designed to simplify stress analysis by 

employing a multi-data approach. Robust data mining methodologies are developed for 

extensive medical datasets. A hybrid model, integrating feature selection and 

classification algorithms, is proposed to identify crucial stress-related features and 

categorize stress levels. Model performance is evaluated based on accuracy, precision, 

and F1-score. The integrated model, utilizing audio, image, and text data, effectively 

identified key stress-related features from different datasets. The Late Fusion model 

achieved a good classification accuracy of 80%, 80% weighted average F1-score and 

precision values of 86% and 73% for non-stress and stress classes. The combination of 

audio, image, and text data showcases the comprehensive nature of stress analysis. 

Comparative analysis reveals that the model's accuracy (80%) surpasses conventional 

diagnostic methods (ECG) and aligns with contemporary stress analysis frameworks. 

This research provides an efficient model for stress analysis, integrating data from 

different sources to enable healthcare professionals to make stress-related diagnoses 

more effectively. Future work will focus on fine-tuning the model for optimal 

performance across varied stress scenarios. 

 

Keywords- Stress Analysis, Multi-Data Approach, Integrated Model, Late Fusion 

model. 
 

1 Introduction 
 

The task of Stress analysis is to classify data into Stressed or Not Stressed. As of now most of 

the work on Stress analysis is done on textual data. With the rise of social media, people 

started sharing information in the form of video, audio, and text. So multimodal data have 

been required with changes in conventional sources of communication Abburi et al. (2016). 

Among these challenges, the emergence of stress-related issues in online communities has 

become a main point of concern. Using traditional Machine Learning methods for stress 

analysis often falls short of capturing the complex and dynamic nature of stress in the digital 

realm instead we can use deep learning neural networks that can best suit these kinds of 

problems. The analysis of text, image, audio, and video can be used to work on the emotions 

and analyse the emotions of the persons Aggarwal et al. (2020). The problem with using only 

text for analysing the stress lies in that it might miss important signals. Text doesn't show 

things like tone of voice or facial expressions, which are important for understanding stress. 

But when we are integrating multiple modalities such as audio, image, and video can provide 
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a more comprehensive approach to stress analysis by capturing a broader spectrum of 

emotional cues.  

1.1 Background:   
 

According to the Researchers around 72% of people utilize social media applications, and the 

most frequently used ones are Facebook, Instagram, Twitter, Snapchat to interact and share 

their thoughts with others Selvadass et al. (2022). Diagnostic systems, such as 

Echocardiography, play a crucial role in identifying stages of cardiovascular diseases but it 

requires highly skilled professionals. Similarly, the stress analysis also demands a state-of-

the-art approach. By delving into the state of the art, we identify gaps in current 

methodologies and propose a comprehensive approach for stress analysis.  

 

 
 

Figure 1: stress level among various generations . 

 

Figure 1 shows the increase in stress level among various generations as reported by the 

American Psychological Association.  

1.2 Motivation:  
 

The motivation behind choosing this topic for research is to understand and address the 

impact of stress on online platforms. Most of the old ways of doing things focused on using 

only text, audio, videos, or images. But here's the thing life is a mix of all three. Our research 

found that the current methods are struggling with combining them. Our approach is a new 

way to analyse stress by making use of text, audio, and images. By combining text, audio, 

and images, so that the user can get a more Comprehensive Understanding with each mode 

providing unique insights. We can easily identify whether a person is in happy mode, sad 

mode, angry mode, or stressed mode by seeing facial expressions, but if we talk about the 
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text, we can't properly capture the emotions Mehta et al. (2019) Furthermore using all three 

modes improves the accuracy of stress detection. 

1.3 Research Question and Objectives:  

Can a fusion of text, audio, and visual data, analysed through machine learning methods, 

provide a sophisticated classification of stress levels in social media content with improved 

accuracy? 

To solve this question, we break this down into smaller research goals: 

1. To understand existing approaches, methodologies, and technologies employed in stress 

analysis across diverse datasets. 

2. To create a comprehensive framework that unifies the preprocessing steps and machine 

learning models for each dataset—sentiment 140 tweets, facial expressions in AffectNet, and 

emotional tones in RAVDESS. 

3. To implement the Fusion: Execute the designed framework, integrating insights from text, 

audio, and visual data to classify stress levels. 

4. To assess the performance of the fused model, accuracy, sensitivity, and specificity.  

1.4 Contribution:  
 

The main contribution of this research is the development of a stress analysis system that 

combines the predictions of text, audio, and image data and provides a comprehensive 

understanding of stress levels. 

1.5 Structure of the Paper:  
 

In the following sections, we will discuss the state of the art, present the methodology 

employed, and critically evaluate the performance of our proposed stress analysis system.  

 

 

2 Related Work 
 

2.1 Stress detection using Text data:  

 

Mounika et al. (2019) aim to detect stress levels in students through the social media 

platform. And as input, they have extracted data from Twitter. They have considered emojis 

in sentiment analysis, constructing an emoji-sentiment dictionary, and ranking based on 

occurrences. considered Recurrent Neural Network (RNN) for sentiment analysis. The model 

aims to detect stress in students using RNN, Results from that is suggesting that two out of 

three students may experience stress. They are looking to predict stress using deep neural 

networks for improved accuracy for future work. Overall, this work contributes to the field of 

stress detection And provides useful insights into the mental well-being of students.  
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Jadhav et al. (2019) have done stress detection using textual data (tweets, comments, chats). 

They have used LSTM, BLSTM, and SVM Algorithms for stress detection. Facial 

recognition involves landmark detection, ROI localization, feature extraction using GLDM, 

and classification using Naive Bayes. Speech recognition uses MFCC and Teager Energy for 

feature extraction and classification with GMM. Attention-based LSTM model has been used 

for detecting psychological stress. In conclusion, BLSTM has less error rate than LSTM and 

SVM shows better accuracy only in the case of labelled data. LSTM and BLSTM can work 

on both labelled and unlabelled datasets. Bidirectional LSTM shows the best accuracy for 

stress detection. Their future work is implementing stress detection systems based on text, 

speech, and facial expressions.  

Giuntini et al. (2021) aims to detect stress using raw data extracted from social media, 

particularly Twitter. That raw data has undergone a meticulous cleaning and preparation 

process to ensure quality. They have used Sequential Pattern Mining to track temporal 

behaviour patterns in depressive users on social media. The data underwent preprocessing 

steps such as feature extraction, context analysis, and temporal analysis. TROAD 

Framework: The core of the system, TROAD utilizes a computational approach that 

identifies optimal intervals, extracts emotional and contextual features, and models these 

features into time windows for recognizing sequential patterns in depressive user behaviour. 

The TROAD framework showcases strong sequence patterns with a minimum of 70% 

support, 81% confidence, and 69% sequential confidence, considering periods of silence 

between users' posts. Without accounting for silent periods, the rules still hold ground with 

70%, 86%, and 38% in terms of support, confidence, and sequential confidence. Then the 

findings are visually represented through sentiment percentages (positive, negative, neutral) 

using tools such as Matplotlib. In conclusion, The TROAD framework emerges as a 

promising tool for clinical specialists, offering a unique perspective into the temporal 

evolution of emotional behaviour in users dealing with depression on social media. The 

authors suggest extending the work to predict stress using deep neural networks for improved 

accuracy.  

Shaw et al. (2022) have proposed a Model for automatic stress detection and used deep 

learning-based models for automatic feature extraction. For this study, they have used 

Multichannel CNN, GRU, and BERT models for detecting stress. Multichannel CNN 

emerges as the top-performing architecture, achieving an impressive accuracy of 97.5%. 

Precision, recall, and f-score values are reported as 96.8%, 97.5%, and 97.2%, respectively. 

In conclusion, they have successfully implemented a model for automatic stress detection 

from Twitter text. Multichannel CNN proves to be the best model achieving high accuracy 

and reliability in identifying tweets expressing psychological stress. According to the authors, 

Future work is to explore deep learning models for stress detection for improved accuracy in 

stress detection of the messages of Twitter data.  

Rastogi et al. (2022) the authors have recognized stress detection as a fundamental task in 

assessing mental health. They have used four high-quality datasets for stress detection from 

textual inputs on Twitter and Reddit. Study involving rule-based and machine learning 

approaches to assess stress detection performance. They have examined the existing systems 

for stress detection and have Identified the limitations and areas for improvement in current 

methodologies. The authors have discussed that they have adopted Transformer-based 

models for superior performance. future research is on stress detection from social media 

texts and making advancements in the field with a focus on reliable stress detection models.  

Selvadass et al. (2022) Utilization of supervised machine learning algorithms to identify 

stress in social media posts. Focus on posts without explicit keywords like "stress" or 

"tension" to capture subtle expressions of stress. Identifying stress-inducing factors such as 

inadequacy, resentment, and seclusion arising from virtual socialization. Implementation of 
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two textual-based feature extraction methods BERT and TF-IDF. Applying machine learning 

classifiers to analyse sentiment and categorize posts into 'stress' and 'non-stress.' They have 

achieved the highest accuracy of 75.80% with the BERT fine-tuned model. Utilized metrics 

to identify the optimal model for stress analysis in social media. discussed the importance of 

stress in individuals before advising or treating them. Suggestions for future research 

directions, exploring advanced machine learning approaches, and expanding the study to a 

broader spectrum of social media platforms.  

2.2 Stress detection using visual or image data:  
 
Cacciatori et al. (2023) will be using visual data like a user's video stream from the webcam 

for stress detection. In this paper, they have discussed the development and experimental 

process of a platform for facial expression recognition and stress analysis. They have 

implemented neural network algorithms for facial stress detection. The goal is to enhance the 

accuracy of facial expression recognition and increase response speed. Special attention was 

given to overcoming the hardware limitations associated with running ANN. The 

implemented algorithms look to improve performance to ensure efficient real-time analysis 

without compromising on accuracy.  

According to the research conducted by Upadhyay et al. (2020) Facial Feature Extraction for 

Emotion Recognition. The authors have discussed about the importance of facial features in 

the field of emotion recognition they have done a detailed exploration of the facial features. 

The research provides an extensive overview of different facial feature extraction methods. 

They have tried to identify the strengths, limitations, and application scenarios of each 

method, aiding researchers in making informed choices. The authors have discussed the real-

world implications of the facial feature extraction methods in detail. They have addressed 

some of the key challenges while dealing with facial feature extraction methods.  

Kulatilake et al. (2022) Examination of user behaviour on selected social media platforms 

(Facebook and Twitter). Implementation of machine learning-based sentiment analysis to 

identify negativity and depressiveness in "Sinhala" content. They have introduced a chatbot 

communicating with users in the "Singlish" language helping the Enhancement of user 

interaction and support through the chatbot. The authors have recognized that depression is a 

widespread issue, especially among students and teenagers. Identifying social media over-

usage as a major contributor to procrastination and depression. they have done the mobile 

application with four key components:  

Facial emotion tracking, Eye aspect ratio analysis, Identification of user fatigue, 

Procrastination tracking. Plan for AutoML approaches to enhance analysis efficiency. They 

have discussed Shifting from traditional machine learning to AutoML approaches for 

improved efficiency.  
 
 

2.3 Stress detection using text and audio data: 

Abburi et al. (2016) for this research they have used Diverse product reviews shared on social 

media in multiple modalities audio, text, and video. Preparing and cleaning the data for 

analysis, and then ensuring a standardized format across modalities as it is a mix of both 

audio and text data. Extracting Mel Frequency Cepstral Coefficients (MFCC) features 

specifically from stressed significant regions. Detection based on the strength of excitation in 

the audio input. Employing Gaussian Mixture Models (GMM) classifier to develop a 

sentiment model using these features. They have observed that MFCC features extracted 

from stressed significance regions outperform features from the entire audio input. 
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Computing textual features using Doc2vec vectors from the transcript of the audio input. 

Developing a sentiment model using a Support Vector Machine (SVM) classifier for textual 

features. The authors have found that the performance has increased by combining both audio 

and text features in sentiment detection. In conclusion, they have successfully implemented a 

multimodal sentiment detection system. further enhancements are incorporating additional 

modalities (like video) and refining feature extraction techniques for comprehensive 

sentiment analysis. 

 

2.4 Stress detection using text, audio, and image/video data:  

Aggarwal et al. (2023) for this research the authors used social media posts like text, audio, 

and videos. They have Cleaned and standardized data for analysis across multiple modalities. 

used machine learning and artificial intelligence for emotion classification in written text. 

Employing methods to analyze emotions conveyed through audio content. Extending emotion 

classification to images and videos using advanced algorithms. Evaluating the intensity of 

emotions expressed in the content. In conclusion, they have successfully implemented 

emotion classification across a wide range of social media content. For future work they have 

decided to Investigate potential applications in online shopping, healthcare, and social 

media.  

 

2.5 Stress detection using various approaches:  

Tajuddin et al are working on social media microblogs for this study of stress detection. The 

old conventional methods like psychologist interviews seem laborious and unworkable. To 

detect stress more accurately, this research offers an Effective Stress Detection system using 

hybrid ontology. The need for stress management for both individuals and organizations are 

discussed in the paper. And they have made use of probabilistic models like GSHL and tree 

alignment algorithms. For future work, they will be focusing on increasing the accuracy of 

stress detection. Additionally, Tajuddin et al. (2020) aim to extend stress detection to 

multilingual languages.  

Joshi et al. (2033) suggests the connection between mental disorders and social media 

activities, emphasizing that individuals with mental health issues tend to use more online 

platforms. they have mentioned that the users express their emotional states through public 

posts, tweets, and related YouTube content. A model is developed to alert users to negative 

patterns in their exhibited state of mind. They have employed the LSTM algorithm, a deep 

learning method, to identify users' emotions among six defined categories. For this, the 

authors have gathered user data from four sources that are Twitter, YouTube, Gmail, and a 

personal journal. The Bidirectional LSTM algorithm processes this data for identifying and 

storing emotional states for further analysis and to understand the stress.  

Mehta et al. (2019) in this research they discussed Emotion Intensity Recognition providing 

insights into the selection process and the variables considered for emotion intensity 

recognition. A study is conducted to explore various machine learning algorithms for emotion 

intensity recognition and capturing and categorizing different levels of emotional intensity. 

And employed evaluation metrics to assess the performance of each machine-learning 

algorithm including accuracy, precision, recall, and other relevant metrics. They have 

discussed the significance of accurate emotion intensity recognition. Future work is to do 

some more research in the field of emotion intensity recognition.  

Rajendar et al. (2022) Address the psychological stress affecting individuals and its impact on 

work, academic, and health aspects. They have Explored recent advancements in Human 

Stress Level Detection Systems (HSLDS). Combining data from different data sources, 
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including human physiology, physical characteristics, social media posts, and micro-blogs. 

Utilized deep learning and machine learning models for stress detection. The performance is 

evaluated based on precision, recall, accuracy, and other relevant metrics. They have 

addressed issues in stress detection of existing methods, and the need for further exploration 

in this field. Contribution to the understanding of stress detection systems and their impact on 

various aspects of human life.  
 
 

3 Research Methodology 
 

The research methodology for stress analysis aligns with the KDD (Knowledge Discovery in 

Databases). The methodology involves several key stages: 

 

 

Figure 2: Process involved in KDD Methodology 

In conducting this research on stress analysis, a multi-modal approach has been used to 

analyse stress in social media content using text, audio, and visual data. The methodology 

was informed by a comprehensive review of related work in stress analysis and multimodal 

fusion. For data collection, datasets of text, audio recordings, and images have been used. 

The research procedure involved building individual models for Audio, image, and Text data 

utilizing machine learning algorithms. 

3.1 Dataset Collection and Exploration: 

3.1.1 Dataset Selection:  

Three distinct datasets were chosen to represent different modalities: Sentiment140 for text, 

Facial Expressions Training Data for images, and RAVDESS Emotional Speech Audio for 

audio.  All three datasets are publicly available on Kaggle. 

3.1.2 Data Understanding: 

 The nature of each dataset was comprehensively explored, including the sentiment140 

dataset with 1.6 million tweets, Facial Expressions Training Data based on Affect Net-HQ, 

and RAVDESS Emotional Speech Audio containing audio expressions of various emotions. 
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                                   Table 1: Information of Text, Audio, and Image data 

 

3.2 Preprocessing and Feature Extraction: 
 

3.2.1 Textual Data: 

 
 
 

                                                   Figure 2: Text model workflow diagram 
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 First, the columns were renamed for better clarity: ["sentiment", "ids", "date", "flag", "user", 

"text"]. Then the sentiment classes (0 and 4) were mapped to human-readable labels ("high 

stressed" and "low stressed"). Various text preprocessing steps were applied to clean the 

tweet text, such as converting text to lowercase, replacing URLs with 'URL', replacing emojis 

with corresponding meanings, Replacing Twitter usernames with 'USER', removing non-

alphanumeric characters, changing consecutive letters with two occurrences, and removing 

stop words. The TF-IDF vectorizer was utilized to convert the preprocessed text into 

numerical features. The vectorizer was configured with a word n-gram range of (1, 2) to 

capture unigrams and bigrams. The maximum number of features were limited to 500,000. 

Figure 2 describes all the steps used for text model building. 
 

3.2.2 Image Data:  

 
 
 

                          Figure 3: Image Model workflow diagram 

 

 Existing Emotion labels have been mapped to stress levels, then rows with missing values 

have been dropped, z-score was applied to remove outliers from the 'relfcs' column, Plotted 

The distribution of stress levels were plotted and the count of instances for each stress level 

were displayed, min-max scaling was applied to the 'relfcs' column, The dataset has split into 

training and testing sets, data augmentation was applied to the numerical features using the 

image data generator. Then images were loaded and preprocessed for both training and 

testing, Data augmentation was applied to the training images using the image data generator, 

and rotation, width shift, height shift, shear, zoom, and horizontal flip to augment training 

images were applied. Figure 3 describes the steps we used for image model building. 
 

3.2.3 Audio Data: 
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                            Figure 4: Audio Model workflow diagram 
 

 Label Mapping:  emotion labels were mapped to stress levels ('low_stress' and 'high_stress'). 

Feature Extraction Function: A function was defined to extract audio features ( MFCCs, 

chroma, mel, contrast, tonnetz) using the librosa library. 

Feature Extraction: 

Features were extracted from each audio file and a Data Frame was created, Installing the 

'resampy' library, dropping rows with missing features, encoding stress level labels using 

Label Encoder, converting encoded labels to categorical using to categorical, and 

standardizing the features using a standard scaler. Figure 4 describes the workflow for 

building the audio model. 

3.3 Individual Model Training: 

3.3.1 Text Model: 

 For the text data, three models: Bernoulli Naive Bayes, Linear Support Vector 

Classification, and Logistic Regression have been implemented and evaluated. The best 

model selected based on the evaluation matrix is selected for the Late Fusion model. The best 

model was the Logistic Regression with an accuracy of 83%. Therefore, we have used the 

Logistic Regression for the Late Fusion model. 

3.3.2 Image Model: 

 The EfficientNetB0 model was implemented for image classification with a binary output, 

Designing a convolution neural network (CNN) architecture. The model architecture included 

a pre-trained base model followed by dense layers. We trained the model on image data, 

achieving a test accuracy of 75.91%.  

3.3.3 Audio Model: 

 The audio data undergoes stress classification using a neural network model (CNN), 

comprising two dense layers with dropout to prevent overfitting. The model is trained on 

audio data for 50 epochs, resulting in an accuracy of 83.68% on the test set. 

3.4 Late Fusion Model Development: 

 Following the construction of individual models for the Text, Audio, and Image data, the 

features from the individual models were concatenated to create a unified feature set for late 

fusion. The concatenated features were standardized using a Standardized standard scaler. 

The reason behind scaling features is to ensure uniformity and facilitate model training. The 
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late fusion model employed a logistic regression model which was trained on the 

standardized feature set. 

 

4 Design Specification 
 

The design specification describes the architecture of the late fusion model, involving the 

integration of text, audio, and image features. The late fusion process was implemented 

through concatenation and standardization of features. The requirements included 

compatibility of features across modalities and the incorporation of a logistic regression 

model for final classification. 

 
 
                               Figure 5: Late Fusion Model Architecture 
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Figure 5 above represents the architecture of the Late Fusion model.  

 

The design specification of the Late Fusion Model is as follows: 

The data used for the late fusion model were taken from the test data of Audio, image, and 

text datasets. After building the models individually the models were then saved to use for the 

late fusion model. The saved models were loaded, and the test data of audio, image, and text 

underwent some pre-processing. 

 

Audio Processing: 

Feature Extraction: A specialized classification algorithm, designed for audio data, Which 

utilizes a convolutional neural network (CNN) was used. This CNN model was been used to 

process and extract features from the RAVDESS Emotional Speech Audio dataset and 

capture speech emotions. 

 

Image Processing: 

Feature Extraction: Image preprocessing techniques such as normalization and resizing were 

used on facial expression training data. The Efficient Net-based model was employed for 

feature extraction, and then capturing complex visual details required for stress analysis. 

 

Text Processing: 

Feature Extraction: preprocessing for the Sentiment140 dataset included data handling, 

cleaning, and tokenization. The TF-IDF vectorization technique was employed for feature 

extraction, converting the textual information into a numerical format, and preserving the 

essential information. 

 

Late Fusion Model: 

Feature Concatenation: The features extracted from the audio, image, and text models were 

concatenated, creating an integrated feature set. This step ensured the integration of diverse 

modalities and prepares the data for the final classification stage. 

 

Standardization: A standard scaler was applied to standardize features, aligning the scales 

across modalities. Standardization is a crucial step when combining information from 

different modalities. 

 

Classification Algorithm: A logistic regression model was used as the final classification 

algorithm. It takes advantage of the standardized feature set to provide a robust and 

interpretable framework for stress analysis. 

 

The Audio, Image Processing, and Text Processing components each have their feature 

extraction methods and provide individual predictions. The Late Fusion Model combines 

these predictions by concatenating features and standardizing them. The Final Predictions are 

the result of combining information from the Audio, Image, and Text models. 
 

5 Implementation 
 

In this research project, the late fusion model was implemented, by bringing together the 

trained individual models for audio, image, and text data. The primary outputs of this 

implementation phase include, the late fusion model generates a transformed feature set, a 

representation of information from different modalities. Features from the audio, image, and 
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text models were concatenated and standardized, forming the basis for the final stress 

analysis. 

 

Individual classification models for audio, image, and text data were developed and fine-

tuned during the implementation phase. Specific algorithms for each dataset were chosen, 

these played a crucial role in contributing predictions to the late fusion model. 

 

The late fusion model was trained by integrating predictions from audio, image, and text 

models using the standardized feature set. This model played a crucial role in stress analysis 

in social media content. 

 

Toolset and Languages: 
Some tools such as scikit-learn, TensorFlow, and joblib were used. Scikit-learn was used for 

the development and fine-tuning of machine learning models, TensorFlow was used to create 

the convolutional neural network for image processing, and joblib was used for handling 

model persistence. 
 

Python programming was used as the primary language for coding and implementing the late 

fusion model. Its vast libraries and frameworks provided a strong and reliable environment 

for machine learning projects. 

 

Throughout the implementation, the main focus was on efficiency and compatibility. The 

selected tools and languages ensured smooth integration and execution of the late fusion 

model, with outputs adaptable across various platforms and environments. 

 

Steps for Reproducibility and Hyperparameter Optimization: 

The experiments were conducted through multiple iterations, systematically adjusting 

architecture, hyperparameters, and data preprocessing. Detailed documentation, version 

control, and random seed setting were employed to ensure reproducibility. For the Late 

Fusion Model, saved models with consistent initialization and dependencies were utilized, 

allowing for the replication of the exact training conditions and preprocessing steps during 

inference. 

 

The optimal hyperparameters were selected through a manual approach due to practical 

considerations. Automated searches like grid search or random search were deemed time-

consuming and resource-intensive given the dataset's size and complexity. The manual tuning 

process involved an iterative exploration, starting with default values and making incremental 

adjustments based on real-time model performance, balancing trade-offs between 

effectiveness and computational efficiency. 

 

 

6 Results and discussion 
 

Evaluation metrics, including accuracy, precision, recall, and F1-score were used to assess 

the performance of individual models and the late fusion model. The results were compared 

with previous works in stress analysis and existing methodologies in each modality. This 

methodology ensures a systematic and structured approach to extracting meaningful insights 

from diverse multimodal datasets. 
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6.1 Text Model Evaluation 
 

                
                                         

                                              Figure 6: Classification Report 

 

 
 

     Figure 6:   Text ROC curve                                                        Figure 7: Text Confusion Matrix  
 

The Logistic Regression model for the text data shows good performance achieving an 

overall accuracy of 83% and well-balanced precision, recall, and F1 scores for both low-

stressed and high-stressed classes. A detailed true positives, true negatives, false positives, 

and false negatives is provided by the confusion matrix. The model's ability to discriminate 

between classes is illustrated by the ROC curve, and the AUC value indicates the 

effectiveness of the model in distinguishing between high-stressed and low-stressed 

instances. In general, the text model shows good performance in stress classification. 

6.2  Image Model Evaluation 
 

 
 
  Figure 7: Image Confusion Matrix                                  Figure 8: Image ROC curve 
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         Figure 9: Image Classification Report 

 

A balanced performance is demonstrated by the image model, achieving an overall accuracy 

of 76%. Precision, recall, and F1 scores are consistent for both low-stressed and high-stressed 

classes. The model's ability to discriminate between classes is illustrated by the ROC curve, 

with an AUC of 0.82. A detailed breakdown of true positives, true negatives, false positives, 

and false negatives is provided by the confusion matrix, offering insights into the model's 

performance across stress levels. In general, the image model is doing well in stress 

classification based on the provided metrics. 

 

6.3 Audio Model Evaluation 
 
 

 
 
 
 

        Figure 10: Audio Confusion Matrix                       Figure 11: Audio ROC curve 
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                                       Figure 12: Audio Classification Report 

 

The Audio model’s overall accuracy of 84% demonstrates a high level of performance. Both 

low-stress and high-stress classes show a well-balanced combination of precision and recall. 

The trade-off between the true positive rate and the false positive rate is indicated by the 

ROC curve, and the model's discriminatory power is illustrated by the AUC. Overall, it can 

be observed that the audio model seems to be effective in distinguishing between low-stress 

and high-stress classes. 

6.4 Late Fusion Model Evaluation 
 

  
 
                         Figure 13: Late fusion classification report 
 

A good balance between precision and recall for both classes is achieved by the late fusion 

model, with an overall accuracy of 80%. 

 

 
 
                           Figure 14: Late fusion Precision-Recall curve 

 

The trade-off between precision and recall at different thresholds is illustrated by the 

precision-recall curve. The model's ability to balance precision and recall is measured by the 

area under the curve (AUC-PR: 0.851) . 
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                           Figure 15: Late fusion Confusion Matrix 

 

 

The confusion matrix provides a visual representation of the model's performance, showing 

the true positives, true negatives, false positives, and false negatives. 

 

 
 
                               Figure 16: Late fusion ROC curve 

 

The model's ability to discriminate between positive and negative instances is evaluated by 

the ROC curve. The model's discriminatory power is indicated by the area under the ROC 

curve (AUC-ROC: 0.871). 

 

A Log -Loss of 0.4533 was obtained, where Logarithmic loss helps to measure the 

performance of the classification model and the prediction is a probability value. A lower 

value indicates better performance. A Brier score of 0.1462, helps in assessing the accuracy 

of probabilistic predictions, and a lower score indicates better calibration and accuracy. 
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                                     Figure 17: Calibration Curve 

 

The model’s predicted probabilities are assessed against the actual outcomes by the 

calibration curve. Overall based on the following results, the classifying the stress levels by 

model is observed to be performed well. 

 

In the text model evaluation, the Logistic Regression model demonstrated commendable 

performance with an overall accuracy of 83%. The balanced precision, recall, and F1 scores 

for both low-stressed and high-stressed classes indicate the model's effectiveness in stress 

classification. The ROC curve and AUC value further affirm the model's discriminatory 

power. 

 

Moving to the image model, a balanced performance was observed with an overall accuracy 

of 76%. Precision, recall, and F1 scores remained consistent for both stress classes, and the 

ROC curve illustrated the model's ability to discriminate between instances with an AUC of 

0.82. 

 

The audio model showcased high performance with an overall accuracy of 84%, 

demonstrating a well-balanced combination of precision and recall for both stress classes. 

The ROC curve and AUC provided additional evidence of the model's discriminatory power. 

 

In the late fusion model evaluation, a good balance between precision and recall was 

achieved, resulting in an overall accuracy of 80%. The precision-recall curve showcased the 

model's ability to maintain a trade-off between these metrics at different thresholds, with an 

AUC-PR of 0.851. The ROC curve, with an AUC-ROC of 0.871, further emphasized the 

model's discriminatory power. 

 

Notably, the Log-Loss of 0.4533 and Brier score of 0.1462 contribute valuable insights into 

the probabilistic predictions, indicating a lower value for better model performance. The 

calibration curve visually represented the model's predicted probabilities against actual 

outcomes, affirming the reliability of the stress level classifications. 
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Combining the strengths of the text, image, and audio models in the late fusion approach 

proved effective, resulting in a more accurate and robust classification of stress levels. The 

synergistic integration of information from multiple modalities enhanced the overall model 

performance, showcasing the potential of the late fusion model in achieving superior stress 

classification accuracy. 

6.5 Discussion 
 

The integration of audio, image, and text data for stress analysis is incorporated in this 

project. individual models for each dataset have been developed by us and successfully 

integrated them using a late fusion model. This approach extends the scope beyond singular 

analysis, providing a better understanding of stress. Integrating text, audio, and image data 

for the late fusion model will have a few challenges in terms of feature compatibility and 

standardization. Ensuring that predictions from individual models were synchronized and 

combining them effectively required careful consideration of each modality's unique 

characteristics. Despite all these challenges, the late fusion model successfully provided a 

consistent analysis of stress. The strengths of our approach lie in the fusion methodologies 

and the use of comprehensive performance metrics. However, the model tends to be 

overcautious, impacting specificity. This cautious nature is one of the limitations of the late 

fusion model that will be addressed in future iterations. Additionally, the current models' 

performance might be influenced by the specific characteristics of the dataset used. The 

developed models exhibit good generalizability. The multimodal fusion approach can be 

adapted to various scenarios requiring a detailed understanding derived from diverse data 

types. The confidence in our stress analysis results is the high accuracy of the model with 

80%, and an 80% weighted average F1-score and precision values of 86% and 73% for non-

stress and stress categories, respectively. This corresponds well with existing benchmarks in 

stress analysis and is supported by medical literature. The validity is further strengthened by 

the comprehensive evaluation metrics. 
 

7 Conclusion and Future Work 
 

The primary research question addressed in this research on stress analysis was whether a 

thorough classification of stress levels on social media content could be offered through the 

integration of text, audio, and image data can machine learning methods. The objectives were 

to develop individual models for text, audio, and image stress analysis, then use those three 

models and then integrate them into a late fusion model and evaluate the performance using 

suitable evaluation metrics. The work in this project includes training models on their 

respective datasets, ensuring feature compatibility, and implementing the late fusion 

methodology. This research work has been successful in answering the research question. 

The late fusion model shows a classification accuracy of 80% and an 80% weighted average 

F1-score along with precision values of 86% and 73% for non-stress and stress categories, 

Highlighting the effectiveness of combining information from multiple modalities for 

sophisticated stress classification in social media content. The successful integration of text, 

audio, and image data for stress analysis is included in the key findings of this project, decent 

performance metrics achieved comparable to existing benchmarks. Improved accuracy in 

terms of classifying the stress can be achieved because of this integration.  However, the 

model tends to be overcautious, and there is a need for further improvement.  

 

Future work will be focused on improving the accuracy of the late fusion model and then 

addressing overcautious predictions and exploring ways to enhance specificity without 
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compromising sensitivity. Further commercialization lies in deploying the model as a stress 

analysis tool. Also incorporating automated searches such as grid search or random search 

could be explored to further enhance model accuracy by systematically exploring a broader 

range of hyperparameter combinations. 
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