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1 Introduction 

The research project, titled "Analyzing the Most Influential Factors in Formula One Racing: 

A Deep Learning Approach for Predicting Driver and Team Ranks," aims to leverage deep 

learning techniques to predict Formula One driver and team ranks based on various factors 

 

 

2 Hardware Configuration 
1. Processor: 0.8 GHz Dual-Core Intel Core i5 

2. RAM: 4GB to 8GB of RAM is usually preferred. 

3. Storage: Minimum 124GB of storage space is required. 
4. Operating System: macOS Monterey 

 

3 Software Configuration 
1. Jupyter Notebook: Version 6.4.12 

2. Microsoft Excel 

3. Python 

 

4 Environment Setup 
 

4.1 Python Setup 

1. Download Python from the Official Python Website: 

a. Go to the official Python website. 

2. Install the file 

 

 

a. Run the Installer 

3. All required files will be copied during installation. 

4. Use the command "python —version" to verify the version after the installation is 

finished, as shown in Figure 1 

 
Figure 1 Python Version check 
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4.2 Setup Of Anaconda 

 

• The procedures for configuring the Jupyter Notebook are covered in this section. 

The system downloads and installs Anaconda. The most recent packages are installed, 

and a new environment is created. Also installed are Jupyter Notebook and the 

Anaconda CMD prompt. In Figure 2, installed tools are visible. 

 

• To set the Anaconda Navigator, simply follow the simple instructions after the 

download is finished. 

 

•Anaconda Navigator can be launched from the Start menu after the installation is 

finished. To open the programme, click the Jupyter Notebook icon. 

 

 

 

Figure 2 Anaconda Navigator 

 

5 Data Selection 
 

Data for this research topic was gathered from the official Formula One website, specifically 

extracting race results spanning the years 2019, 2020, 2021, and 2022. The dataset 

encompasses various attributes, including Track, Car Number (No), Driver, Team, Starting 

Grid, Laps, Fastest Lap, and the respective year of each race. 

 

The data collection utilized the following source links for each respective year: 

- 2019: https://www.formula1.com/en/results.html/2019/races.html 

- 2020 :https://www.formula1.com/en/results.html/2020/races.html 

- 2021: https://www.formula1.com/en/results.html/2021/races.html 

- 2022: https://www.formula1.com/en/results.html/2022/races.html 

 

https://www.formula1.com/en/results.html/2019/races.html
https://www.formula1.com/en/results.html/2020/races.html
https://www.formula1.com/en/results.html/2021/races.html
https://www.formula1.com/en/results.html/2022/races.html
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These datasets serve as the foundation for the research, providing valuable information for 

the analysis and prediction of Formula One driver and team ranks. 

 

 

6 Implementation 
 

6.1 Data pre-processing 

 

• The three datasets are loaded and saved and are then converted to data frames 

using the panda's library as shown in Figure 3, these data frames are then 

combined and then stored in a dictionary called "team_data" as shown in Figure 

4 

 

 

Figure 3 Load Data 

 

 

Figure 4 Combine Data 

 

• Unwanted cells are removed and cells with null values are removed, as shown 

in Figure 5 
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Figure 5 Data Cleaning 

 

• The cleaned data is then stored to a different file named 

“preprocessed_data.csv”. 

 

 

 

6.2 Code Execuation 

 

• Open “preprocessed_data.csv”  

• Dataset is the deployed for taining and testing purpose as shown in Figure 6 and 

7 

 

 
Figure 6 :Training  
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Figure 7 : Testing  

 

Time Series Prediction with LSTM and GRU For Individual Rank (Driver)):Train and 

Evaluation 

 

Model Training Parameters:LSTU 

In the model training configuration, we set the number of training epochs to 50, the batch size 

to 32, and provide paths to the testing input and output data for validation, as showin in figure  

 

 
Figure 8:LSTM :Training Code Configuration  

 

Evaluation and Model Saving 

In this part of the analysis, we compute key metrics, namely Mean Squared Error (MSE), 

Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE), to assess the 

performance of the Long Short-Term Memory (LSTM) model. 

 

The trained LSTM model is saved to a file named 

"LongShortTermMemory_model_individual.h5," as showin in figure 9 .This file is stored in 

the "models" directory 

 

 
Figure 9:LSTM Model saving 

 

 

Model Training Parameters:GRU 

The same procedure done in LSTM is followed in this , below figure are code. 
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Figure 9: GRU :Training Code Configuration  

 

Evaluation and Model Saving 

The trained GRU model is saved to a file named " 

GatedRecurrentUnit_model_individual.h5," as showin in figure 10 .This file is also stored in 

the "models" directory 

  

 

 
Figure 10: GRU Model saving 

 

 

Comparing MSE, RMSE, and MAE: LSTM vs GRU 

 

In this section ,Evaluation metrics of LSTM values and GRU valuesa are used for  model 

comparisons using Three distinct comparison metrics such as  MAE, RMSE, and MSE are 

employed , to understand the best model  

 
 

Figure 10: Performance Metrics Comparison: LSTM vs GRU Models 
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Time Series Prediction with LSTM and GRU For Team Rank predicition :Train and 

Evaluation 

 

Model Training Parameters:LSTU 

 
Figure 11 

 

Evaluation and Model Saving 

 
Figure 12 

 

 

 

 

 

Model Training Parameters:GRU 

 

 
Figure 13 
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Evaluation and Model Saving 

 

 
Figure 14 

 

Comparing MSE, RMSE, and MAE: LSTM vs GRU 

 

 
Figure 15 

 

The chosen approach involves utilizing the LSTM model for predicting both driver and team 

rankings, as determined through a thorough examination of the comparison matrix 

 

6.3 User interface  

 

1. Driver Rank Prediction User Interface 

 

Then the pre trained model is loaded from model directory for individual and team 

predictions from the specified file paths. 

 

 
Figure 16 

 

As shown in figure 17, in the given scenario the user inputs details for a race in Bahrain, 
where driver (car number ) starts from the nd position, completes laps, earns points, 
and sets the fastest lap. The machine learning model processes this information and 
predicts that will finish in position  
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Figure 17 

 

 

The Figure 18 shows the output of the predicted output: 

 

 
Figure 18 

 

 

2. Team Rank Prediction User Interface: 

As shown in figure 19, in the given scenario the user inputs details .The machine 
learning model processes this information and predicts the position of team. 

 

 

 
Figure 19 

 

 

Figure 20, predicts the rank of team from the input detail after processing  

 

 
Figure 20 
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