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1 Introduction

This document provides a detailed step by step information related to the environment
needed to execute this research project ”Comparative Analysis of Batch and Online Ma-
chine Learning Techniques for Fraud Detection: A Case Study on Real European Credit
Card Transactions” . The complete project is performed using Python libraries in Jupyter
notebook and Google Colab. This manual explain the system configuration used for the
execution with the information about the data set along with tools and setups required
to run the project.

2 System Specification

This section gives basic hardware and operating system requirements for this project:

2.1 Hardware

This project is executed with following hardware as default configuration on current
laptop:

Laptop: HP Laptop 14s-fq1xxx
Processor: AMD Ryzen 3 5300U with Radeon Graphics, 2600 Mhz, 4 Core(s), 8 Logical
Processor(s)
RAM: 24GB
Storage: 500GB

2.2 Software

The below software is configured on the current laptop used:

Operating System: Windows 11
Jupyter Notebook: Version 6.5.2
Python: Version 3.11.1

Google Colab Cloud: Used for executing Python code via the browser.
Runtime Type: Python 3
Hardware Accelerator: T4GPU

Python Package Upgrades: ‘bigframes‘: Upgraded from 0.12.0 to 0.13.0
Python Package Inclusions: ‘transformers‘: Version 4.35.2
‘google-generativeai‘: Version 0.2.2
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3 Development Environment

Python scripting language is used to develop this research project and below are the
details of the environments utilized:

3.1 Anaconda

Figure 1: Anaconda

3.2 Jupyter notebook

Figure 2: Jupyter Notebook
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4 Implementation

4.1 Python Libraries

The following packages and libraries are utilized develop this research project, The pip
command can be used to install new libraries if development requires them.
NumPy
Pandas
Matplotlib
Seaborn
Scikit-learn (Sklearn)
missingpy

Figure 3: Importing libraries and package

4.2 Dataset Details

The detailed instructions for executing the research project are provided below, along
with a snapshot of the code.

Figure 4: Loading the Data set

4.3 EDA, Preparation and Modelling

The below snapshots shows the details of Handling missing value, Imbalance data, Feature
selection, Feature engineering, Modelling and Results.
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Figure 5: Missing values in Data set

Figure 6: Missing values in Data set

Figure 7: Heatmap to visualize the missing value in Data set

Figure 8: Wrapper subset method to group column with same missing value
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Figure 9: Missing value Pattern- MNAR

Figure 10: Multiple Imputation in data set

Figure 11: Feature engineering of TransactionDT

Figure 12: Feature engineering with email details P and R Domain
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Figure 13: Multi co-linearity - Features removal

Figure 14: Feature selection with Lasso Regression

Figure 15: Feature selection with Correlation Matrix

Figure 16: Hybrid - SMOTE and Undersampling to balance the data set

Figure 17: scaling the data set
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Figure 18: Model 1 - Batch - Random Forest

Figure 19: Model 2 - Batch - Gradient Boosting LGBM

Figure 20: Model 3 - Batch - Ensemble Adaboost

Figure 21: Model 4 - Online - Random Forest - Batch wise data input
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Figure 22: Model 5 - Online - XGBoost - Batch wise data input

Figure 23: Evaluation Metrics

Figure 24: Plotting the PR Curve

Figure 25: Results
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