
Configuration Manual 
 

Veera Avinash Chowdary Pusuluri 

Student ID: x22162402 

 

1. Introduction 
 
The documentation describes how the implementation code of this research project is to be run 

and configured. Specific information on the computer's hardware, as well as programs that are 

to be started, is included in this document. Users can generate summary summaries from 

research paper by following the procedures set out below. 

 

2. System Specification 
 

2.1 Hardware specification 
 

Following are the hardware specifications of the system that was used to develop the project: 

 

Processor: Mac OS M1-Chip 

Ram: 6-GB 

Storage: 128-GB 

Graphic card: 8-GB 

Operating system: Mac OS 

 

2.2 Software Specification 

 

The Google Collab is a web-based platform was used to train and evaluate the models and its 

specification was the following: 

 

Processor: Mac OS 

Graphic card: 8-GB 

RAM: 8-GB 

Storage: 128-GB 

 

3. Software Tools 
Following are the software tools that were used to implement the project: 

 

3.1 Python 

The project was created using the Python programming language. Python was chosen 

mostly because of its excellent packages for visualization and dataset preparation. 
Python was obtained from the official website. Figure 1 depicts the Python official 

website's download page. 

 



 
 

Fig: 1 Python official website image 
Source: https://www.python.org/downloads/ 

 

 

 

3.2 Google collab 

 

Google Collab, short for Google Colaboratory, is a Google cloud-based platform that 

enables users to write and execute Python code in a collaborative and interactive 

environment. Fig.2 illustrates google collab: 

 

 
 

 

Fig: 2 It shows google collab official page. 
Source: https://colab.research.google.com/ 

 

 

 

 

4. Project Implementation 
 

Following are the Python packages which were installed and used to implement the project: 

 

• Pandas 

• Numpy 

• Missingno 

• Plotly.express 

• Datasets 

 

https://www.python.org/downloads/
https://colab.research.google.com/


 
 

Fig: 3 Necessary libraries for the project 
Source: Self-Created 

 

 

 

Pandas library was used to load and check the dataset as can be seen in Figure 4: 

 

 
 

Fig: 4 Loading and checking the dataset 
Source: Self-Created 

 

 

 

Fig: 5 shows the information of the dataset. 

 



 
 

Fig: 5 Shows the information of the dataset. 
Source: Self-Created 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

Fig: 6 shows that dataset is cleared from null values. 
Source: Self-Created 

 

 

 

 
 

Fig: 7 Describing the dataset. 
Source: Self-Created 

 

 

 

 
 

Fig: 8 Finding the categorical columns 
Source: Self-Created 



 

 

 

 

 

 

 

 
 

 

Fig: 9 Feature selection using stats model 
Source: Self-Created 

 

 

 

 
 

Fig: 10 Normalising the data 
Source: Self-Created 

 

 

 

 

5. Machine learning algorithms used in this project. 
 

5.1 Decision tree classifier 

 

The decision tree classifier is a popular machine learning technique that is noted for its 

interpretability, adaptability, and simplicity of use. One of its key benefits is that it is 



transparent and straightforward, making it accessible to people who may not have a 

thorough understanding of machine learning. 

 

 
Fig: 11 Importing decision tree classifier 

Source: Self-Created 

 

 

 

Evaluating the results of model-1 (Decision tree classifier): 

 

 

 
 

Fig: 12 It shows the results evaluated for model-1 Decision Tree Classifier 
Source: Self-Created 

 

 

 

5.2 Random forest classifier 

 

The Random Forest classifier is a well-known machine learning method that is well-known 

for its robust performance and versatility. It is an ensemble method that generates the mode 

of the classes (classification) or the average prediction (regression) of the individual trees 

during training. 

 
 

 
 



Fig: 12 Importing Random Forest classifier 
Source: Self-Created 

 

 

 

 

Evaluating the results of model-2 (Random Forest Classifier): 

 

 
 

Fig: 13 Results evaluation of a model-2 (Random Forest Classifier) 
Source: Self-Created 

 

 

 

5.3 Logistic regression 

 

Logistic regression is a popular statistical method in machine learning and statistics, 

especially when the outcome variable is binary or categorical. The main strength of logistic 

regression is its capacity to represent the likelihood of an event occurring, which makes it 

well-suited for tasks like binary categorization. 

 

 
Fig: 13 Importing logistic regression 

Source: Self-Created 

 

 

 

Evaluating the results of model-3 (Logistic Regression): 

 

 



 

Fig: 14 Results evaluation of a model-3 (Logistic regression) 

Source: Self-Created 
 

 


